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Towards the many-module systems

@ To achieve high performance and low power
@ Many-module systems exploiting thread-level parallelism (TLP)
become promising
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Inside the SCC

24 Tiles
24 Routers
48 1A cores
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ROUTER

+ 2D mesh network with 256
GBYs bisection bandwidth

+ 4Integrated DDR3 memory:
controllers (64GB addressable)
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Intel Single-Chip Cloud Computer (48 Core)
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Network for many-module systems

» Network requirements: low latency, high throughput, low cost
®let’s focus on mesh topology
» Network on chip (NoC)

6 6 o o

Bus

mesh

<
©

(

Q0 0O0

6606 6 Crossbar

K. KISE, TOKYOTECH

Network on many-module systems

» Network requirements: low latency, high throughput, low cost
® et’s focus on mesh topology
P Let’s assume packet based data transmission via routers

® assume the XY-dimension order routing packet (tag + data)

PM: Processing Module, "
R: Router N
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Packet organization (Flit encoding)

& A packet has one head flit and some body flits.

& Assume that each flit has typical three fields:
» for instance, 32-bit payload(data) or route information(tag)
» 3-bit type : head, body, tail, etc.

Simple router architecture

4 Standard and typical NoC router architecture
P 5 input channels with buffers / 5 output channels
» X-Y dimension-order routing

P Four stage pipelining :RV(route comp) , SA(Switch allocation), ST(Switch
Traversal), LT(Link Traversal)
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» 3-bit virtual channel identifier packet (tag + data) I — (
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Crossbar (Xbar) Network Consideration: Deadlock
@ A deadlock is a situation in which two or more competing
actions are each waiting for the other to finish, and thus
i (3K K 5K & neither ever does
’_ ._ ._ ’_ @ Avoid deadlock !
» Mesh network without centralized control logic, a router could
—D o 0 00 transfer packet knowing only its adjacent router’s condition
4’@ L alk a2l ak & P Use the different virtual channels for each network sub-class
= N processors, N2 switches (unidirectional), I = = =
2 links/switch, N2 links
= N simultaneous transfers
= NB = link bandwidth * N - m
= BB = link bandwidth * N/2
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Standard router architecture Standard router architecture
@ Standard and typical NoC router architecture @ Standard and typical NoC router architecture
» 5 input channels with buffers / 5 output channels, three virtual channels » 5 input channels with buffers / 5 output channels, three virtual channels
» X-Y dimension-order routing » X-Y dimension-order routing
P Four stage pipelining :RV(route comp and VC alloc) , SA(Switch allocation), » Four stage pipelining :RV(route comp and VC alloc) , SA(Switch allocation),
ST(Switch Traversal), LT(Link Traversal) ST(Switch Traversal), LT(Link Traversal)
N(Y) NY) :: N (Y
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Standard router architecture

@ Standard and typical NoC router architecture
» 5 input channels with buffers / 5 output channels, three virtual channels
» X-Y dimension-order routing
» Four stage pipelining :RV(route comp and VC alloc) , SA(Switch allocation),
ST(Switch Traversal), LT(Link Traversal)
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Network on many-module systems

» Network requirements: low latency, high throughput, low cost
® |et’s focus on mesh topology

P Let’s assume packet based data transmission via routers
® assume the XY-dimension order routing

/

packet (tag + data)

PM: Processing Module, "
R: Router N
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Next step

= Let’s find many-module systems.

= Let’s write parallel programs and enjoy them.
= OpenMP for shared memory systems

= MPI (Message Passing Interface) for distributed
memory systems

= CUDA for GPGPUs
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= Computer Architecture,
Fourth Edition: A
Quantitative Approach,
Fourth Edition

= Publisher: Morgan

Kaufmann; 4 edition
(September 13, 2006)

= ISBN-10: 0123704901
= ISBN-13: 978-0123704900
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