20124 R¥H

» HEMT—FT0F v E= (0)

T—REFE, T—270—FETETIL

i FIATA—EETTAEY Y OHF/INL TS

Instruction
Fetch

Decode | Rename

Dispatch

Register
‘ Read Execute

‘ Issue Commit ‘

Felchl Rename| Issue [RegRead| Execute Memolyl
0 3 4 5 6

Integer Integer
Branch Issue
Register . Quaue
Predictor | | TReSo )
entries)

[ Fleating- )
Point
The Alpha 21264 Microprocessor Architecture
R. E. Kessler, E. J. McLellan, and D. A. Webb, Compaq Computer Corporation

e Issue
Adapted from Computer Organization and Design,_Patterson & Hennessy, © 2005

=2

[Fioating-
Point
Register
Rename (i)

* S RTHEE: Tomasulo77O—F

= IBM 360/91

The IBM 360/91

Installation of the 1BM360/91 in the Columbia Computer Cont
Adapted from Computer Organization and Design,_Patterson & Hennessy, © 2005

room in Fabruary or March 1969, Photo: AIS archive.
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* N\H—K (hazard)

= i/ \HF—F (structural hazard)
o« A=NSYTRTTEHEDMAELEEN—R I THYR—F
LTLVELNES.
« BRFARBICKVELS.
s T—2%«/\¥—F(data hazard)
» T—ADZIHELOFMICE TELEZNY—F, 5 DEICH
B NETSINDIBE.
= RAW (read after write) @i RiAEEAAFIIC, MRHBZhE
EAZZEIETS.
« WAW (write after write) @i SN EERALHIIZ, MBHESE
AE5E9 5.
WAR (write after read) &a RiMFHO AN, SaRjAZIICED
3&75%.

»  #l/\¥*—F(control hazard)
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Predicted Value = Last-value + Stride

Value History Table (VHT)

Instruction Address Stride  State

Tag Index
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VHT miss/ Any stride/ Same stride/ Same stride/

Update val Update
BIEAEVEIRD value and stride Updatevalue l{};?ﬁée
Init Transient Steady
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e

Different stride/
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i ALSAMEF AR (cont.)

1~5DEERYIRY TDH

Value :' 1 2 3 4 5 1 2 3 4 5.
Stride: 1 1 1 1 -4 1 1 1 1..
Result: NP NP NP H H M NP NP H H..
State: I T S S S T T S S S

NP=No Predict, H=Hit, M=Miss
I=Initial, T=Transient, S=Steady

BOERTRANS /RO EILT HIHEICFARENET. FRIKNEL0%
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EFRSADEHEIRE

Last-value

ccl 10734(.05%) 33591(.77%) 13287(.68%)
compress = 2679(.02%) 3094(.05%) 1489(.01%)
g0 1934(.01%) 4827(37%)  593(.11%)
m88ksim = 16262(.04%) 43832(.20%) 29041(.53%)
perl 1245(.01%)  1544(11%) 2950(.01%)
xlisp 1904(.02%)  2950(.24%) 9(.05%)

Adapted from Computer Organization and. Patterson & Hennessy, © 2005
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Fie, EPREERT H7200 N — R = THKERL, OBEZBIE L.

3. 7Ry HCERSN TV HIETRICE LT, DTFORWvEZ L.

(a) 7' v —7ULS3IgRIE (bhr) & 5307 K LA (pe) & OFEIGRERFIC & 0 2 — VREER~DA
7 v 7 A&AERT % gshare UL THIOM (7 1 v 7 K) 2t
(b) gshare 3l FHIZOWT, TR S predict, EH T2 update £1¥H 2 OD R Y v K& C++THE

int predict(int);
void update(int, int);

E
class Gshare { | Gshare: :Gshare (int bpred_size){
int bhr; | size = bpred_size;
int *buf; | buf = (int *)calloc(size, sizeof(int));
public: | for(int i=0; i<size; i++) buf[il] = 2;
int size; I}
Gshare (int); |
|
|
|
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20125 HFH i Range of a Wire in One Clock Cycle
Range of a Wire in One Clock Cycle
"Challenges for Computer Architects. Breaking
the Absiracion Bariers", Saman Amarasinghe

E — b — —
ATERT7T—FTOFv 5 (0) 7

R 125GHz + From the STA Roadmap

E

1 ‘;,’0-1 5 L‘JZ.IG&
o1
= 6GHz 19 GHz
— o g = a
TRIR—RTETI 0.05 o "
0 —
ji2sSs 2000 2005 2010 2015
Year
= Trend: (a)Wire non-scaling; (b)Relative die size growth; (c)Shorter FO4 stages
= Power Cost of Cross-Chip Latency increase
MICRO-36 (2003, San Diego, CA) Keynote Kerry Bernstein Senior Technical Staff
. Member IBM T.J. Watson Research Center 18
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[1] S.W. Keckler, Doug Burger, C.R. Moore, R. Nagarajan, K. Sankaralingam, V. Agarwal, M.S. Hrishikesh, N. Ranganathan, and P.
Shivakumar, A Wire-Delay Scalable Microprocessor Architecture for High Performance Systems, International Solid-State Circuits
Conference (ISSCC), pp.1068-1069, February 2003.
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other substance, which are fixed as a covering onto a floor . BkEREY :
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i Explicit Dataflow Graph Execution (EDGE) i Block Compilation
= Explicit Data Graph Execution
O Defined by two key features - - m ) ‘ Mapping ‘ ) ‘ -I;;l:es ‘
1. Program graph is broken into sequences of blocks )
O Basic blocks, hyperblocks, or something else Intermediate Code Data flow graph
O Blocks commit atomically or not at all - a block never partially
executes i1)addri, 2, 13 2z
2. Within a block, ISA support for direct producer-to-consumer i2) add 17, 2, r1
communication i3)1drd, (r1) Compiler v D
O No shared named registers within a block (point-to-point dataflow i) Edd r55r48 i‘ Transforms @ ®
edges only) i5) beqz r5, Oxdeac
O The block's dataflow graph (DFG) is explicit in the architecture @ Inputs (12, 13) @)
O Caveat: memory is still a shared namespace (bane of prior dataflow )
machines) @ Temporaries (r1, r4, r5) ®)
@ Outputs (17) 7
%
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TRIPS Block Example TRIPS Block Format
PC—> . ]
RISC code TIL (operand format) TASL (target format) m  Each block is formed from two to five
l(“:?del: 128 Bytes 128-byte program"chunks"
- unl
ld  R3, 4(R2) -bbegin blockl [R1] $g1  [2] u  Blocks with fewer than five chunks are
add R4, R1, R3 read Ztl, :ql [R2] $g2 [1]1 [4] expanded to five chunks in the L1 I-cache
st R4, 4(R2) read t2, $qg2 [1] 1d L:1 4 [2]
. 9 = Header chunk includes a block header:
addi RS, R4, #2 1d $t3, 4($t2) [2] add [3] [4] Instruction 128 Bytes & Read/Write instructions
beqz R4, Block3 add $t4, $t1, $t3 [3] mov [5] [6] 0 Block header marker (8 bits)
st $td, 4($t2) [4] st S:2 4 o Block type (8 bits): 1-4 instruction chunks
addi $t5, $t4, 2 [5] addi 2 [W1] Instruction O Store mask (32 bits)
. Read & teqz $t6, $t4 [6] tegz [7] [8] Chunk 1 128 Bytes o Block execution flags (8 bits)
Read target format b_£<$t6> block3 [7] b_t block3 « Controls predictors on per-block basis
- -t K  Memory synchronization before/after block
« Predicated instructions b_£<§t6> block2 [8] b_f block2 « Breakpoint before/after block
write $g5, $t5 [W1] $g5 Instruction
. 128 By = Each instruction chunk holds 32 4-byte
LD/ST sequence numbers -bend  blockl Chunk 2 vies instructions (including NOPs)
* Target fanout with movs bbegin block2 = A maximally sized block contains 128
- M re ular instructions, 32 read instructions,
+ Block outputs fixed Instruction 128 Bytes 32 write instructions
(3 in this example) Chunk 3
Lecture Side, Kenj KISE TokyoTech Lecture note for CS352 Computer Systems Architecture by Prof. S.W. Keckler 27 Lecture Side,Kenj KISE ToyoTech Lecture note for CS352 Computer Systems Architecture by Prof. S.W. Keckler 28
TRIPS Tile-level Microarchitecture 4x 4D E/—FERDTRIPST Oy, FHHE/—RER
SDRAMO IRQ EBI .
Processor 0 = Input ports
— TRIPS Tiles Prz\ms{spe:-ﬁ;m-:m: /
m E \E E\ R E G Processor control - TLB w/ variable size pages, dispatch, - 28KBD-Cache barks // =1
o = next block predict, commit - 128 instruction buffers per ALU T
m EI EE E@ R Register fle - 32 registers x 4 threads, register forwarding - 4256 register 2-ported register file banks 4 Opeand
: 00000 0 [Gipiimtan N e /[
e = ata cache - 8KB per tile, 256-entry load/store queue,
SIN m|m|Niullp|E|E|E|[E
£ H ﬁ‘ % H H % H % ”;% E: Execution unit - IVFP ALUs, 64 reservation stations ke
EIN M| M| N D| E||E|E|E nieger)
g Bl bl
2z L as U on I = [¢ I[¢ || M Memory-64KB, configurable as L2 cache or scratchpad
2 (N [ ][ | nf1]To | e J[e J[e Je ]
g e N: OCN network interface - router, translation tables ° 4o
4| | T Y | Y % - owprpons
DMA: Direct troll Y
[uf [ ][ Pl e)[o ][ J[< J[< J[e ]| o et oy s contcter = S
= = controller
N M| m E
U Ll | LY m] @ U D “_1 E‘ EBC: External bus controller - interface o extenal PowerPG Cache Interface
m m g L ‘ HJ R ‘L ‘J C2C: Chip-to-chip network controller - 4 links to XY neighbors
SDRAM 1 €2€ (x4) Processor [ GridControl ]
Lecture note for CS352 Computer Systems Architecture by Prof. S.W. Keckler 29 Lecture note for CS352 Computer Systems Architecture by Prof. S.W. Keckler 30
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TRIPS Processor Tiles

Partition all major structures into
banks, distribute, and interconnect
Execution Tile (E)

o 64-entry Instruction Queue bank

o Single-issue execute pipeline
Register Tile (R)

o 32-entry Register bank (per thread)
Data Tile (D)

o 8KB Data Cache bank

o LSQ and MHU banks

Instruction Tile (I)

0 16KB Instruction Cache bank
Global Control Tile (6)

o Tracks up to 8 blocks of insts

o0 Branch prediction & resolution logic

@ Operand Network Links - Fetch Network Links

% On-Chip Network Links 4 Control Network Links

Lecture note for CS352 Computer Systems Architecture by Prof. S.W. Keckler 31
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Block Fetch

Fetch commands sent to each
Instruction Cache bank

The fetch pipeline is from 4 to 11
stages deep

A new block fetch can be initiated
every 8 cycles

Instructions are fetched into
Instruction Queue banks (chosen
by the compiler)

EDGE ISA allows instructions to
be fetched out-of-order

Lecture note for CS352 Computer Systems Architecture by Prof. S.W. Keckler 32
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Block Execution Timeline

Time (cycles) ———»
o 5 1w

30 w0
me 2 [B T I I ] [Bue T T I ]
FETCH EXECUTE coum
(variable execution time)
Frame 3 [By, | I I 1
Frame 4 [ B [ T I ]
Frame5 [Bo T T I : ]
Frame 6 [By T IlI ]
Frame 7 [Bos [ ‘I I 1
Frame 0 [Boe T T ‘I I ]

Frame 1 [Ber ] T 1

m  Execute/commit overlapped across multiple blocks

m  G-tile manages frames as a circular buffer
O D-morph: 1 thread, 8 frames
o T-morph: up to 4 threads, 2 frames each

Lecture note for CS352 Computer Systems Architecture by Prof. S.W. Keckler 33
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Processor Performance

TRIPS | Alpha | TRIPS | TRIPS —
Name Description
Speedup IPC IPC | Inst/Block
aztime 505 081 | 405 77 | Control, integer math
bezier 3.30 1.05 3.20 76 Bezier curve, fixed-point math
dctBx8 266 170 | 470 90 | 2D discrete cosine transform
matrix 3.30 168 4.05 72 Matrix multiply
sha 092 228 | 210 go | Secwrehesh )
(mostly sequential algorithm)
dd 192 304 | 651 74 | Vectoredd
e - - ) (limited by load/store bandwidth)

Simulated on TRIPS and Alpha 21264 cycle simulators

Alpha compilation with GEM compiler and maximum opts (04 and tuned for 21264)
TRIPS compilation with in-development compiler plus some hand-tuning

Speedup measured by comparing Alpha cycles to TRIPS cycles

Lecture note for CS352 Computer Systems Architecture by Prof. S.W. Keckler 34
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TRIPS Tile-level Microarchitecture

SDRAMO IRQ EBI

Processor 0 TRIPS Tiles

—‘ E\ R||R U R |R G: Processor control - TLB w/ variable size pages, dispatch,
S = next block predict, commit
m[m]n[i][o]e]e el - Register file - 32 registers x 4 threads, register forwarding
m|[m| N M‘ p|lel[el|[e|[e I Instruction cache - 16KB storage per tie
T | iDooon D: Data cache - 8KB per tle, 256-enry load/store queue, TLB
J ofefelc | E: Execution unit - InVFP ALUs, 64 reservation stations
lchioooao
I N[1][ ] & |[£| & £ || Memon-oie, contourade as L2 cacheorsratcrpaa

— = N: OCN network interface - router, translation tables
m| N [o|[e][e]e ‘ﬂ

[o]fe]e]le]

===

M
M

|

Zizlzi=)
=|=][=]=][=]

‘ E DMA: Direct memory access controller

=|[=][=] =]
(zlzll=z](zlz][=](z][z]

=l

[=H==I—f=0=]

‘N ‘ ‘ N ‘ f E‘ E EllE wﬂ SDC: DDR SDRAM controller
N ™ | Rl (D]l ] l_ LE || EBC: Extenal bus controller - interface to external PowerPC
% % E%‘E ‘ M ‘ ﬂ L‘ Ii‘ [R ] ‘L‘ | G2C: Chip-to-chip network controller - 4 links to XY neighbors

Processor 1

n
g
3
>
=
Q
Y
N

®

&
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