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Which is faster? Dekmmess

DC t Throughput
Plane Pariso Speed Passengers (pr;urgnp‘;s
;i 610 mph 286,700
Boeing 747 | 6.5 hours (1130kmp/h) 470 (470 x 610)
BAD/Sud 1350 mph 178,200
Concorde | 3M°U"S | Grookmin) 132 (132 x 1350)

+ Time to run the task (ExTime)
- Execution time, response time, latency
+ Tasks per day, hour, week, sec, ns ..
(Performanceg
- Throughput, bandwidth

MPH (Mile Per Hour,
( ) From the lecture slide of David E Culler

Defining (Speed) Performance

= Normally interested in reducing

= Response time (execution time) — the time between the start and
the completion of a task
= Important to individual users
= Thus, to maximize performance, need to minimize execution time

performancey = 1 / execution_timey

If X is n times faster than Y, then

performancey
performancey

execution_timey
execution_timey

= Throughput — the total amount of work done in a given time
= Important to data center managers
= Decreasing response time almost always improves throughput

Performance Factors

= Want to distinguish elapsed time and the time spent on our task
= CPU execution time (CPU time) : time the CPU spends working on a task
= Does not include time waiting for I/O or running other programs

CPU execution time
for a program

# CPU clock cycles .
= x clock cycle time
for a program

or

CPU execution time _ _# CPU clock cycles for a program
for a program clock rate

= Can improve performance by reducing either the length of the clock cycle
or the number of clock cycles required for a program
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Adapted from Computer Organization and Design, Patterson & Hennessy, © 2005

Remind: Machine Clock Rate

= Clock rate (MHz, GHz) is inverse of clock cycle time (clock period)
Clock rate = 1/ Clock period

L—one clock perioH

10 nsec clock cycle => 100 MHz clock rate

5 nsec clock cycle => 200 MHz clock rate

2 nsec clock cycle => 500 MHz clock rate

1 nsecclock cycle => 1 GHz clock rate
500 psec clock cycle => 2 GHz clock rate
250 psec clock cycle => 4 GHz clock rate

200 psec clock cycle => 5 GHz clock rate

Growth in clock rate of microprocessors

10,000
Intel Pentium4 Xeon  Intel Nehalem Xeon
3200 MHz in 2003 3330 MHz in 2010
Intel Pentium Il /-
1000 MHz in 2000
1000 0
Digital Alpha 21164A
500 MHz in 1996
1%year
Digital Alpha 21064
150 MHz in 1992
100

MIPS M2000
25 MHz in 1989 .+

Clock rate (MHz)
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MIPS (Million Instructions Per Second)

n 1R EEYIZETIN -G O (EALIEMillion)
= [RIAMIPS (native MIPS)
s JEE
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= MIPSORIEREF?
= MEEYMNIBUREFTORE

9 10
VAX 11/780 (1978) 1 native MIPS MFLOPS, GFLOPS
VAX#i % (Complex Instruction Set Computer) = MFLOPS (Million Floating-point Operations Per
MOVL @40(R4), 30(R2) ; M[M[40+R4]] <- M[30 + R2] Second)
MOVC3 @36(R9), (R10), 35(R11) . . . .
R1< 35+ R1L R3 <- M[36 + RO] = GFLOPS (Giga Floating-point Operations Per
for (RO <- M[R10]; RO!=0; RO--) Second)
{ M[R3] <- M[R1]; R1++; R3++; }
R2=10;R4=0;R5=0;
s MIPSEGFLOPSEDHEE(E ?
1 native MIPS i 12
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= PowerPC Processor Element (PPE) 11&
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Diagram created by 1BM to promote the CBEP, ©2005
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Cell/B.E. Element Interconnect Bus

Data network Data bus arbiter

BIF
i = 55
BIF Broadband inerface
10IF VO interface
Figure 2. Element interconnect bus (EIB).

IEEE Micro, Cell Multiprocessor Communication Network: Built for Speed 14

Cell Broadband Engine (GFLOPS®5!)
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(2 FLOP/cycle)
« 1SR T4OOEH % i 5| 0 (SIMD, Single Instruction Multiple
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« FYTHNDSPED# 8
« BEREIKS 4GHz
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FAXERE, NVFI—0

s AR FI—2% (Synthetic Benchmark)
= Whetstone
= Dhrystone

Livermore loops

= SPEC CPURVFT—%

= SPEC89, SPEC92, SPEC95, SPEC2000, SPEC2006
« InteldFHLLRVFT—H

= Recognition, Mining, and Synthesis
= 1753, LU

« E{&LE (FPS, frame per second)
s BEANFI—VDBERIE?

benchmarks  results contact  sitemap  sitesearch  help

The Standard Performance Evaluation Corporation (SPEC) is a non-profit corporation

@ oy X

gy ot oMedl 10 establish, maintain and endorse a standardized set of relevant benchmarks
# MPLOWP that can be anplied to the newest generation of high-performance computers. SPEG
 Java Glient/Server develops benchmark suites and also reviews and publishes submitted results from our
# Ml Servers member organizations ard other benchmark licensees

# Network Fike System

 Power What's New:

@ sp

2 soA 11/14/2012: - A new Workstation Performance Gharacterization (SPEGwpe) project
group has become part of SPEC’s Graphics and Workstation Performance Group
(SPEC/GWWPG). SPECwhc joins two other benchmarking project groups — SPECape and
# Results Search SPECgpe — operating under the SPEC/GWPG umbrella. The newest SPEC/GWPG

project group is craating a benchmark that measures the performance of workstations

e running algorithrs used in popular applications, but without requiring the full application
AU naoner /575
piréviniiniy and associated licensing to be installed on the system under test Visit the SPECwpe
Lol vervi r more information
i P overview page for more informatio
Order Bonchmarks 11/13/2012: - Alan Adamson, member of the SPEG Board of Directors, passed away
on October 31, 2012, In addition to his role as a board member, Alan had served as chair
B Order Form P o ~ . . : =
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Benchmark name by SPEC generation

SPEC2006 benchmark description SPEC2006  SPEC2000 SPECOS  SPECS2  SPECS
GNU C compler oc
P ——R| ccprosso
et i
beip2 compress |_eartott
Go game (A) © vortex ) s
Video compression nesdave aio iipeg
Gamesipath finding astar méksim
Search gene sequence hmer ol
‘Quantum computer simulation ibquantum | voriex
Discrete event simulation forary omnepp wr
Chess game (A) sing aratty
XML parsing salancomk | parsar
CFD/blast waves bwaves fpppp
Numeical eaty CactusAOM tomcaty
Finte clement code calouix dodue
Diferenial equation soiver ramework deall nasa?
Quantum chemistry gamess spice
EM salvor (roqtime domain) GomsFDTD swim matrixi00
Scalatle molecular dynamics (-NAMD) gromacs apsi hydrozd
Latice Boltzman method (Tidai fow) om mgrid suzcor
Large eddis smulationfurbulent CFO LESiead wpvise | appiu waves
Latics quantum chromodynamics i aprly wrbsd
Molecular ynamics namd galgel
Image ray racing povray mesa
Spare inear aigebra soplex an
Specch recognion sphinea equake
Quantum chamistry objec oiened om0 tacerec
Weather ressarch and forecasting i ammp i »
Magneto hydrodynamics (astrophysics) zeusmp lucas. CAQA 5™ edition
imaza
sixtrack 18




:. SPEC CINT2000 Summary example

164. gzip 1400 565 248+
175. vpr 1400 655 214%
176. goc 1100 376 292%
181. mef 1800 1193 151%
186. crafty 1000 236 424%
197. parser 1800 1023 176%
252. eon 1300 357 365+
253. per |bmk 1800 685 263+
254. gap 1100 525 210%
255. vortex 1900 758 251%
256. bzip2 1500 534 281
300. twol f 3000 1285 234%
SPECint_base2000 249

SPECint2000
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= Amdahl’s Law states that
the performance improvement to be gained
from using some faster mode of execution is
limited by the fraction of the time the faster
mode can be used.

21
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CPU execution time
for a program

# CPU clock cycles

x  clock cycle time
for a program
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Session 1 — Processor Pipelines

Increasing Processor
Performance by Implementing
Deeper Pipelines

Eric Sprangle , Doug Carmean
Pentium Processor Architecture Group,
Intel Corporation

ISCA-2002 pp.25-34
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Adapted from Computer Organization and Design, Patterson & Hennessy, © 2005
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Basic Pentium® |l Processor Misprediction Pipeline
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Basic Pentium* 4 Processor Misprediction Pipeline
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The Microarchitecture of the Pentium® 4, Intel Technical Report

Gk

s IOy OBERIRBORE IOV HRITED
EET5AEMERBELO>TNS,

s SATSAUNRAED L, BT OBEMSETRILRIMIC
#m s,

w RATSAODRESEF v A/ XDEHELT. 70O
TS ttREEFRITHAETIILEHEL, 32—y
ICkUEREEET 5.

= Pentium 470y HEA—RFAUELT V(TS
AU ERER LI DB EETRT,

Adapted from Computer Organization and Design, Patterson & Hennessy, © 2005

POWER4 System Microarchitecture, IBM Journal 25 26
Adagleﬂ from Comﬁ(erﬁ:rgﬁmza{mn andDeslin Patterson & Hennessz © 2005 Adagleﬂ from Comﬁ(erﬁ:rgﬁmza{mn andDeslin Patterson & Hennessz © 2005
Simulated 2GHz Pentium 4 like processor config. Simulated Benchmark Suites
Core ) Suite Number of Description
3-wide fetch/retire Benchmarks
2 ALUs (running at 2x frequency) SPECint95 8 spec.org
1 load and store / cycle h T
In-order allogation/de—allocation of buffers Multimedia 22 Srzi)ee(;, ;‘;?g;;g;j’
512 rob entries, load buffers and store buffers ra .
y tracing, rsa
Memory System
sysmark2k
64 kB/8-way |-cache internet/business/
8 kB/4-way L1 D-cache, 2 cycle latency Productivity 13 ductivit
256 kB/8-way unified L2 cache, 12 cycle latency er? uctivity,
3.2 GB/sec memory system, 165ns average latency remiere
Perfect memory disambiguation SPECfp2k 10 spec.org
18? kB Qshire bll'jaachdpredictorf - SPECint2k 12 spec.org
TSN oasec Najgware prerecnel Workstation 14 CAD, rendering
Skeleton tL\S%ﬁEIZEJJG)&E:Ll/—QEFﬁL\'CE%HE?‘%;O Internet 12 webmark2k, specjbb
27 28
Maﬁed from Computer Organization. andDesgn Patterson & Hennessy, © 2005 Maﬁed from Computer Organization. andDesgn Patterson & Hennessy, © 2005
NATSAVBRBERLSEBRD
INTZA2DA—1I~YR E{ERIRER. IPC, M REDFHHFER
= Conservative ASIC design o ISATSAUNS2B T, B R 2B (D ETHEEA L
= Clock skew + jitter = 51ps
= Standard 0.18um process, flop overhead is 3 FO4 = 75ps 3.0
= Pipeline ov.erhead = 51ps + 75ps = 125ps o Frequensy 528 /
= Custom design 25 --Pecrformanw‘
—— 1P
= Most of clock skew and jitter overhead can be hidden.
= Pipeline overhead = 75ps 0?0
= Extreme custom design = s
= Sub-50ps at the cost of a much larger design cost 2
g 1.0
= Pentium 4 overhead
" " _ M
= Pipeline overhead = 90ps 05
= Use 90ps as a baseline overhead time
0.0
20 30 40 50 60 70 80 920 100
29 Branch Miss Pipeline Depth 30
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——50 ps overhead

12 60 ps overhead

/ -=-70 ps overhead
11 80 ps overhead
90 ps overhead
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Individually Normalized Performance

Relative Performance
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Adapted from Computer Organization and Design,_Patterson & Hennessy, © 2005
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