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Many-core processor
(A=—aPFOevy)

Adapted from Computer. ‘Design,_Patterson & Hennessy, © 2005

i A_—aFT—FTIOFYICETHEELERE

» OT7DT7—FTIF¥
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Many-core processor
(A=—a77nevd)

Adapted from Computer Organization and Design,_Patterson & Hennessy, © 2005

i Interconnection Network

&6 o o6& o

(a) Bus

o & 0 ¢ (b)Crossbar

W
]
]
]

b (d) Torus
5

(c) Grid, mesh

Adapted from Cory Design,_Patterson & Hennessy, © 2005

!.‘ Bus Network

S

network switch

Processor
node

= N processors, 1 switch (@ ), 1 link (the bus)
= Only 1 simultaneous transfer at a time

= NB (best case) = link (bus) bandwidth * 1

= BB (worst case) = link (bus) bandwidth * 1

Adapted from Computer. Design,_Patterson & Hennessy, © 2005




Ring Network

= N processors, N switches, 2 links/switch, N links

= N simultaneous transfers
= NB (best case) = link bandwidth * N
= BB (worst case) = link bandwidth * 2

= If alinkis as fast as a bus, the ring is only twice as fast
as a bus in the worst case, but is N times faster in the

Cell BE Element Interconnect Bus

HE
i A Al i3 i

= - - -
= - -

-

- - -

Data bus arbiter

2 - - -
o] | -

-

"i I o [ - —=
- -
| < -
; 1 i i
1 1
BIF
101FO!

BIF Broadband interface
10IF VO interface

best case Figure 2, Element interconnect bus (EIB).
IEEE Micro, Cell Multiprocessor Communication Network: Built for Speed
Adapted from Computer Design, Patterson & Hennessy, © 2005 7 Adapted from Computer Design, _Patterson & Hennessy, © 2005 8
Crossbar (Xbar) Network Fully Connected Network
1 elelele T_T
L2l 2l 2k 2
—{] ool e
—{] elelele
= N processors, N switches, N-1 links/switch,
= N processors, N2 switches (unidirectional), (N*(N-1))/2 links
2 links/switch, N2 links = N simultaneous transfers
= N simultaneous transfers = NB (best case) = link bandwidth * (N*(N-1))/2
« NB = link bandwidth * N = BB (worst case) = link bandwidth * (N/2)?
= BB = link bandwidth * N/2
9 10

Adapted from Computer Organization and Design,_Patterson & Hennessy, © 2005

Adapted from Computer Organization and Design,_Patterson & Hennessy, © 2005

Fat Tree

= Trees are good structures.
People in CS (Computer Science) use them all the time.
Suppose we wanted to make a tree network.

= Any time A wants to send to C, it ties up the upper links,
so that B can't send to D.
= The bisection bandwidth on a tree is horrible - 1 link, at all times
= The solution is to 'thicken' the upper links.

Adapted from Cory i Design,_Patterson & Hennessy, © 2005

Fat Tree

by AR

= N processors, log(N-1)*logN switches,
2 up + 4 down = 6 links/switch, N*logN links
= N simultaneous transfers
= NB = link bandwidth * N log N
= BB = link bandwidth * 4

Adapted from Computer. Design,_Patterson & Hennessy, © 2005




2D and 3D Mesh/Torus Network

N N

AR DN

Mesh Torus
= N processors, N switches, 2, 3, 4 (2D torus) or 6 (3D
torus) links/switch, 4N/2 links or 6N/2 links

= N simultaneous transfers
= NB = link bandwidth * 4N or link bandwidth * 6N
= BB = link bandwidth * 2 N¥2 or link bandwidth * 2 N2/3

* A BV
I

Adapted from Computer Design, Patterson & Henne © 2005 14
B— \ZEEDOTLFIOLYH/TILFIT, EAE) FURT—OREDOTLFTIOEVY, AT
‘ Procl ‘ ‘ Proc2 ‘ ‘ Proc3 ‘ ‘ Proc4 ‘
i I I I ENiEEniEsITE
‘ Caches ‘ ‘ Caches ‘ ‘ Caches ‘ Caches I I I I
I I I I Caches ‘ ‘ Caches ‘ ‘ Caches Caches
‘ Single Bus ‘ I I I I
’ ‘ ‘ I ‘ ’ Memory ‘ ’ Memory ‘ ’ Memory ‘ ’ Memory ‘
Memory 110
4 t t t
! ] I} ]
= Caches are used to reduce latency and to lower bus traffic
= Must provide hardware to ensure that caches and memory are st (D RS
consistent (cache coherency)
= Must provide a hardware mechanism to support process
synchronization
15 Adapted from Computer Or an/zatbnandéﬁ'n Pattersan&Hennessx © 2005 16
Arch Lab. TOKYOTECH 2008-07-22
FYRD—=OEEDOTIILFaTTaEYY %
e || |[Lome ]| [Lcoms ] |[coms | =R
Corel Core2 Core3 Core4
’ Memory ‘ ’ Memory ‘ ’ Memory ‘ ’ Memory ‘
[} 4 t t - 3=
! ! ! ! A——aryFotwyHsal
Network (2D mesh) SlmMC
&
17 Kise Laboratory Tokyo Tech

Adapted from Cory i Design,_Patterson & Hennessy, © 2005




M-Core7A¥zHH www.arch.cs.titech.ac.jp/mcore/ '%

Coogle SimMe - mm- EEn oz g -
M=Core 7OYx7b: A——a7 70ty Y ORE -BEFX
BT OERANGEREE

HIRF

P e

@ SimMo

Kise Laboratory Tokyo Tech 19

T—=FXTIFYETI

‘(1,1)‘ ‘(2,1)‘ ‘(3,1) ooo (8,1)‘
‘(1,2)‘ ‘(2,2)‘ ‘(3,2) ooo (8,2)‘
[m] [m] [} [m]
[} [m] [m] [m]

0 [m] [}
00][s] [6.9] aca [os]

\
Node

20

M-CorelZ$I1T5/—FID

BEVRDEM x, y #ALVT, (X, y) DEAZIZKY/—FERETS. X,y
£ 0~255 DfEZEES. 1=12L, x=0 RUy=0 [FHIGE1=vrER
BITBHITFHTSH. y=0 b,

Core ID & x, y DIERF DE#E IS&KYERMESNHI6EVFTRET 5.

RURT—HT—FTFHF

2D Mesh Network (2 RFTAY 2R ybT—2)
W—T42%

A

- XY Dimension Order Routing (XY RFEIBIL—T 1%

= INTYREXARITEATZRIC, YARITED.

D 0o - RUEBEESERO/ ST, /7 ybOBDBUAELAL.
N—EF7—%TIFv
o L o [T ox Ty = 2 = = - Warm hole, no virtual channel
m| m| m| m| - 70—l
+ Xon / Xoff
@ Kise Laboratory Tokyo Tech 21 @ Kise Laboratory Tokyo Tech 22
s v 2 . . —
I—R7—%F0F% /R EL—8T—XToF % ?Q%
SimMips (27 LS A9 ILOMIPS32Y ) Oty )
/ SimMips SimMc 1 node \
Node(1,1
ode(1,1) [omac| [ North Router |
Core(1,1) y_—1 Core %('o out in
Processing Eleme '\\ ¥
(PE) Memory _%ﬁ P
load/st | ——— mapped Ge B
0a or /(/i/ o \l 2
Node MA Controller
memory = (DMAC, INCC) in — inbuf > XBAR m—“’l‘:
read/write \ ey "
?/R;J'rer s
Ly — : | e
1 \ in out J
Kise Laboratory Tokyo Tech 23 o Tokyo Tech 24




DMA Exi% : MC_dma_put '%

O—AIL/—FAQRET 5T —5%E—r/—FBDAEITERE.

A7 ARMC_dma_putZFUHL, /—FBOA—AILAEYITT—4%%5.
- YE—r/—KDID

- UE—h/—FDEERAHTELR

- O—AL/—FOFEAHLTELR

BEEYAZ(184)

JE—FDRRSAR GBE F4%HEE)

O—ALDASSAF GERIF4EIETE)

Local Local
Memory Memory
Core A | pmAC CoreB | pmac
Router Router
a—A)L/—FA YE—F/—FB

@ Kise Laboratory Tokyo Tech 25

Library: Multi-Core library MClib '%

+int MC_init(int *id_x, int *id_y, int *rank_x, int *rank_y);
void MC_finalize();
void MC_dma_put(int dst_id, void *remote_addr, void *local_addr,
size_t size, int remote_stride, int local_stride);

+int MC_clock(unsigned int*);
- etc

@ Kise Laboratory Tokyo Tech 26

Packet XU Flit D#ERK '%

< TUYRflit)E 3BEVFDEERET D

Packet XU Flit DR '%

+ /\N7ryb(packet)lF1 DD header flit, 1~9{E® address,
stride, data flit THY, &RED TV tailer DTIZTEILT

stride o N
header l tailer 32bit BEITEOTHERMENS.
| ‘¢ [TT] ¢l + NrybERETIOfNN THS.
T < UMDY A X1E 3BEVFDEERET S.
T address T T - o
valid data payload BRED/Tvb
Header flit [ ]
[1]1]o]o]o]0] header | Body flit [
[1]o]1]oJo]o] address | Body flit ]
[1]oJo]1]o]0] stride | B 10flit
[i[olo[o[i]e] | Body flit [ ]
[i]ofofo]]1] data | Tailer flit [ ]
@ Kise Laboratory Tokyo Tech 27 @ Kise Laboratory Tokyo Tech 28
MC_dma_put®ifitL - Local-Core ~ Router '% Router Architecture '%

Local Memory

Router

remote_id

remote_addr

local_addr

size(byte)
Core A remote_stride

local_stride

cmd

@ Kise Laboratory Tokyo Tech 29

N YREANRERALTA A/ NI 7S4S, XBAR switchZ:@Y, g m~ &t
NEND. EABNR—MELITYVP R OEYMBEHRZ S, ArbiterSHUFOEL AR T/
TYbDRBEITS. ARN\YITFIFFIFOTHY, HA47 Vv EEMT 2REEHAS.

ARB M

X+ rdy = X+
it ——pLT—

X-  rdy L O¢ X-

Y+ rdy e Os— Y+
fit pLTTH—

Y- rdy et O¢— .
e —PLLLT
R XBAR [ [

N

INCC g BT Switeh INCC

@ Kise Laboratory Tokyo Tech 30




Core to Core MBEIERAZIY ST — T HF 0 L F
W

posedge clk

3/3 ! | : ! : ! : : ; u ﬁﬁ%lﬂ@ﬁt’iﬂ'ﬁ
clk M_L—uw . BEEOLHHE

Core A _ . ZALYR-TORRLALOIFI

Router A - buf
Router B - buf

T

¢: HREE BRIV Y
Kise Laboratory Tokyo Tech 31 Adapted from Design,_Mike Johnson

34

test10 test22

/
/% Many-Core Architecture Research Project frch Lab, TOKYD TECH 4 /* Many-Core Architecture Research Project Arch Lab, TOKYO TECH *5
#include "MClib.h” / #include “MCLib.h™
; . g
extern int cx, cus int main(int arge, char *args[])
/
A * int i
%nt main{int argc, char *args[]} I i, rerkos, rank_u
int idw, idu, renk_s, rank MC_init(8id_x, &id_u, &rank_x, &r‘amk s
MC_inif(kidz, &idy, rank ><, &r'ank ) bl =05 §< 3 1) |
printf ("84 test10: T an core (B, 3d).\n”, id_x, id_u); unsigned long long time;
MC_finalize(); MC_clock (8time} ;
't 0;
} et printf ("1 39 test22: T am core (Rd, Bd) time: Fch\n”,
id %, idw, Cint)time);
/ 1
(ENDD T
35 36

Adapted from Computer Organization and Design, Patterson & Hennessy, © 2005 Adapted from Computer Organization and Design,_Patterson & Hennessy, © 2005




test31
orry
e

frch Lab, TOKYD TECH %/
e Y
#include "MCLib.H
wolatile int arraul1024);

.
Int nain(int arge, char fargs(])

int i

Int id e, ddu, rank_x, renk_y

MC_init(Bid x, #id_y, drark_k, Srank_u):

for (1= 0; § < 1024; in4)
arraylil = 0

. stride, stride)s

LAR—k R Ak

= 2A178 (&) FHREFETICEFA—IL TR
= report@arch.cs.titech.ac.jp
= BEFA—ILDZAIL
= Computer Architecture II (FEE%ES)
- BB, PHEES
= LiR—k
= PDF77M &R

Adapted from Computer Design, Patterson & Hennessy, © 2005 37 Adapted from i Design, Mike Johnson
—EERE . - S35 B =.
LR—MERE: JULFa7TOEvY TOT530Y =Dt EROENS
(L)
TOtyHSIaL—ASIMMcERIFALT, 5x5h5Y—T129 DTOY S A (test60)Z4E = 1—#4 archo T serv.arch.cs.titech.ac.jp IZRY 1>
DA7AICHEIEE L. T—HEERIS1I7ERANTEMEDLRLY. linuxtz e
HEDATEANT, AL EOBEILE AT HE. 0 UlIbees
AV RS OREEA T avEFIALEL (-00EFIAT ) CL. = ssh archo@serv.arch.cs.titech.ac.jp
Y—RI—FRUMEEER L EE R, £, CORBISELBMERT L. . BERER 1/ SRT—FTOS (Y
(R#2) » PEBSTTILINEERLT, ZOTHEXTS.
ENGERENTHVV:TRISL% (WETHIIZ)BELT, 27 DH(1,2,4,8,16)LHERER mkdir myname
TRLOBFET SR, T, CORMBIELEBMERT L. . Y
CCTH, AV (SORBILA T avEFALEL. -00%FAT 5. = cd myname
WIUEL TOVENERTOT S LDEEE1ELT, 57T E.
(FRE3)
AR5 DBBELA TS ILEOIELT, A7 DHEMERER EELDBEFRES STITRE.
WIUELANERTOSS L (03) DIEEER1ELT, F575H<CE.
Ffz, BBItA T v OEBEERE L
COBBICELIBMERYT L.
40
Adagted fmmSu%a/a/me )legn Mike Johnson Adapted from Computer Organization and ign, Patterson & Hennessy, © 2005
= = - g
EEHAOFHERICETASIMMcOELA TFTFIoOVR
= ssh archo@serv.arch.cs.titech.ac.jp _ _ . -
= mkdir yourID n E§§Z7’”ﬂ Eﬁ%XIT“/:L—}I/
= chdir yourID q .
= cp —r /home/archo/kise/SimMc-kadai . = www.arch.cs.titech.ac.jp
= cd SimMc-kadai/app/test/test60/
= make clean
= make
= make run
= ../../../sim/SimMc -x2 —y2 test.out
= ../../../sim/SimMc -D4 -x2 —y2 test.out
41 42

Adapted from Cory Design,_Patterson & Hennessy, © 2005

Adapted from Computer. Design,_Patterson 8 Hennessy, © 2005
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