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Figure 1. Relative sizes of the cores used in
the study
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DMA E#xi% : MC_dma_put
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Library: Multi-Core library MClib
o — T~ ———
int MC_init(int *id_x, int *id_y, int *rank_x, int *rank_y);
void MC_finalize();

void MC_dma_put(int dst_id, void *remote_addr, void *local_addr,
size_t size, int remote_stride, int local_stride);

int MC_clock(unsigned int*);
etc
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Performance of M-Core
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i Moore’s Law

Moore's Law

Mocre’s Law alates that the transistor density on integrated
eireuits daubles about every two years. Moore's Law has beon
amazingly sccurate over time, In 1971, the Intel 4004 processor
hald 2,308 transistors. In 2005, the intsl” Hanium® processor
hedd more than 1 billion transistors. Intel continues to drive
Meare's Law, increasing functionality and performancs, and
halping te bring growth to industriss worldwide.
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