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Figure 1. Relative sizes of the cores used in
the study
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Single Bus Multiprocessor
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= Caches are used to reduce latency and to lower bus traffic

= Must provide hardware to ensure that caches and memory are
consistent (cache coherency)

= Must provide a hardware mechanism to support process
synchronization
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2D and 3D Mesh/Torus Network
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Off chip memory modules (banks) & switch

Conventional

I/0
Mesh ooo
K O O
= N processors, N switches, 2, 3, 4 (2D torus) or 6 (3D ] o
torus) links/switch, 4N/2 links or 6N/2 links o .
= N simultaneous transfers (1, 8) [, 8) oono
= NB = link bandwidth * 4N or link bandwidth * 6N \
= BB = link bandwidth * 2 N2 or link bandwidth * 2 N2/3
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Router Architecture
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Library: Multi-Core library MClib

int MC_init(int *id_x, int *id_y, int *rank_x, int *rank_y);
void MC_finalize();
+ void MC_dma_put(int dst_id, void *remote_addr, void *local_addr,

size_t size, int remote_stride, int local_stride);

int MC_clock(unsigned int*);
- etc

-

DMA E#xi% : MC_dma_put
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test10 test22
@] ktorm ] [®] kterm i
/ /
% Many-Core Architecture Research Froject Arch Lab. TOKYD TECH *; /#* Many-Core Architecture Research Project Arch Lab, TORYD TECH *ﬁ
#include "MLk .k ! #include "HCLib.h
i . £ !
extern int ok, cus int main{int argc, char *args[])
/
A im i int iz
int main(int arge, char *args[]) int il idy, ranko: rer
it oid e, idu, renk s, renk s HE_init (&id_x, &id_y, &r*ank >< &rank _u);
MC_init(Rid_x, &id u, &rank_ >< &rark_u) 3 for(i= 05 1< 25 i) |
printf ("33 testl0: T an core (2,3 A7, dd o, idu); unsigned lomg long tines
MC_finalize()s HC_clock (&tine) ;
it 03
y printf 11§ test22: T an core (#d,%d) time: 3",
id_®, id_y, (int)time);
/ 1
23 24
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#ire Luss "MCLIB
volatlle int arrayl1024);
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