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Which is faster?

BC t Through
Plane Poris Speed | Passengers (priurgnp%f
: 610 mph 286,700
Boeing 747 | 6.5 hours (uwka/h) 470 (470 % 610)
BAD/Sud 1350 mph 178,200
Concorde | 3hoUrs | (Gsookmin) 132 (132 x 1350)

- Time to run the task (ExTime)
- Execution time, response time, latency
+ Tasks per day, hour, week, sec, ns ..
(Performance{
- Throughput, bandwidth

MPH (Mile Per Hour) From the lecture slide of David E Culler 3

Defining (Speed) Performance

= Normally interested in reducing
= Response time (execution time) — the time between the start and
the completion of a task
= Important to individual users
= Thus, to maximize performance, need to minimize execution time

performance, = 1 / execution_timey

If X is n times faster than Y, then
performancey execution_timey

performance,

execution_timey

= Throughput — the total amount of work done in a given time
= Important to data center managers
= Decreasing response time almost always improves throughput

Performance Factors

Want to distinguish elapsed time and the time spent on our task
CPU execution time (CPU time) : time the CPU spends working on a task
= Does not include time waiting for 1/0 or running other programs

# CPU clock cycles
for a program

CPU execution time
for a program

x  clock cycle time

or

# CPU clock cycles for a program
clock rate

CPU execution time
for a program

Can improve performance by reducing either the length of the clock cycle
or the number of clock cycles required for a program

Remind: Machine Clock Rate

= Clock rate (MHz, GHz) is inverse of clock cycle time
(clock period)
Clock rate = 1/ Clock period

Ffone clock penod—>‘

10 nsec clock cycle => 100 MHz clock rate

5 nsec clock cycle => 200 MHz clock rate
2 nsec clock cycle => 500 MHz clock rate
1 nsec clock cycle => 1 GHz clock rate
500 psec clock cycle => 2 GHz clock rate
250 psec clock cycle => 4 GHz clock rate
200 psec clock cycle => 5 GHz clock rate




i MIPS (Million Instructions Per Second)

s 1RPBLYITEITEN -80S DO (B ALIEMillion)
= [REEMIPS (native MIPS)

IR
» TOEYY T —XTIFrDMIPSEILBERARLY

= MIPSORRESR &1L ?
. BEEYNIBURETIRE

* MFLOPS, GFLOPS

= MFLOPS (Million Floating-point Operations Per
Second)

= GFLOPS (Giga Floating-point Operations Per
Second)

= MIPSEGFLOPSEDFEEIK ?

i iR~ /4070t vY Cell Broadband Engine

s ATASZTR FYTRILFIAEYY
= PowerPC Processor Element (PPE) 11&
= Synergistic Processor Element (SPE) 8{&

PlayStation3 D E H I
PlaySation.com (Japan) A\%

Diagram created by IBM to promote the CBEP, €2005
WIKIPEDIAKY
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i Cell/B.E. Element Interconnect Bus

BIF Broadband rasrtace |

| JOIF VO imerface

Figure 2. Elsment inferconnact bus [EIB),

IEEE Micro, Cell Multiprocessor Communication Network: Built for Speed

i Cell Broadband Engine (GFLOPS®5l)

» E—UMEE
= YAV THRIEEZ 1 RRTTEHRER
(2 FLOP/cycle)
« 18RS T4DODEHE % U 5 IE(SIMD, Single Instruction Multiple
Dataté )T, SPEH=YD A5 4
= FYTRDSPENH 8
« BERIRY 4GHz

2 x 4 x 8 x 4 = 256 GFLOPS
EHEE x SIMDIE x TILFa7 x BERKE
« RUTFAT LI 8GFLOPS 2 (256/8 = 32)

HREESIEHTRIE
« DMAEREEO—HILANT DfELVA, SIMDIE, 5L . . .
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RUFI—Y

s BHEARLFI—2 (Synthetic Benchmark)

= Whetstone

= Dhrystone

= Livermore loops

= SPEC CPURVFT—4

= SPEC89, SPEC92, SPEC95, SPEC2000, SPEC2006
IntelDFHLLWRFT—H

= Recognition, Mining, and Synthesis
= {T5IFE, LUSR
« EfRHLIE (FPS, frame per second)
s BRARVFY—VDBERIE?
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:-‘ SPEC CINT2000 Summary example

;‘ J—ORT—3> DERED R E

10,000

164. gzip 1400 565 248% Inte! Pentium 4/3000

175. vpr 1400 655 214% it Xeon 2000

176. gco 1100 376 292% _ DECHpieteARe]

181. mcf 1800 1193 151% 1,000 1 DEG: Aha 212641800

186. crafty 1000 236 424% 8

197. parser 1800 1023 176% g DEC Alpha 5500

252. eon 1300 357 365% ;:’I DEC Alpha 5/300

253. per | bmk 1800 685 263% : BM POWER 100 A

254. gap 1100 525 210% 10 . BRGAIPnR AL

255. vortex 1900 758 251%

256. bzip2 1500 534 281% Jome HP 8000750

300. twol 3000 1285 234% | 280 M ssam

SPECint_base2000 249 N T

SPEC I nt2000 IUI!' |:|Isa I‘.'I3€l I'JI_"'J IGI'_‘I eez l;'.’! l!‘l'_ii ‘DI‘J: 1 DI‘JO l'.‘.‘.'.f 1998 IUIQEI L"_‘IEIJ EUIUI L'UIII! ZD.l\A

- Year

13 SPECEHAN FI—YIZHDNTEHE 14

3 - 3 e
wELIN &LV

» AVEA—SADHLIEERETHEITEST,
ZTOREEICFLVERRALZHAFIHL.

= Amdahl’'s Law states that
the performance improvement to be gained
from using some faster mode of execution is
limited by the fraction of the time the faster
mode can be used.
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» HREORECHERARXO—BEERATH L.

CPU execution time # CPU clock cycles

= x  clock cycle time
for a program for a program
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i HE OVE1—S2D MR

o HREEERT A-OICIIRENLE

« REQERMNBEMETHLIEERE.
TO/AONELTHEE, REIKECEILT S.
« BIC, BUAREEERTHLHNER.
ChizkY, REBMICESTEE0H5.
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IOty DT—RINR(USATSANIB)

Clock 1:

E J'— == add e =
R

(1) 0x20: add $8, $17, $18
(2) 0x24: sub $9, $20, $21
(3) 0x28: Iw $10, 24($22)

r———————— L]
7 1 |

19

NH—K (hazard)

WREEEY AL TR TEGNSSIBRKIRAFET
B. CnENY—FERS

s 1&&E/\H—R (structural hazard)
= A—NSYTRFTTIHROMAELEEN—FIIT7HY
K—RLTLVELB S,
« BRARICKYELS.
s T—4-/\¥F—F(data hazard)
» TEADZTELOFIRICE>TELENYT—F
= 7\ —R (control hazard)
= DEHS, Do THBICLOTELENY—F

Adapted from Computer Organization and Design,_Patterson & Hennessy, © 2005
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AdaEled from Cum‘_;uter OIzan/IamJn and Deslglh Patterson & Hennessx, © 2005 AdEEled from Eumﬂ‘!sl Gﬂamlal/ﬂn and | Des/zn, Patterson & Hennessx‘ © 2005
= 4 o N S 9 e o
T—HNY—F (Rb—)L) T+ D —T 4TIk BT—2/N\F—FDEE
Time (in clock cycles) ! " g " "
ce ccz cce cCc4 ccs cca cecr cca ccs
Valueaf cen ¢tz ces  CC+ CCs CCe CC7  CCs  CCS Wk of megisier 52 w w w WooWem - - =0 —n
register $2: 1a 1a 1a 1a 10/-20 =20 =20 =20 =20 Valus o XML x x x -0 x x X X X
Program abao o MEMWE ® ¥ ® ® x % ® * ®
execution
arder eaton
(in inetructions) ardot
= - i Immserier)
sub’o, $1. 43 e |r Pea 4 — -
U wbio g4 |l 3 DU Fed:
and$12, 1, @ - L S Fiear e - -
b ba @ | - |l = ] amdbiz, 0,88 i & v
[ - ) D) I - J—
ar§13, $6, s = “ [ R CHIER" [ u —I'- DL
W Fag - fomit
add s, o, [iHAe JC P s, [iHH= oM ]
- o s _I:,Iﬂl-p
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Adaeied from Camguler Olganuallan andDEslgn, Patterson & Hennessx, © 2005 Adapted from Computer Organization and Design, Patterson & Hennessy, © 2005
— T4V D= pEd T—ANYF—FIZEHELHRM—
747 AT DI=HDEER NY—FRIZKHELDHRA—IL
- cc ccz2 cca CC+ CcCs cCce ccy ccs ccs
I
i Pragram
= —L RS execution
(R =y {in instiuctions) mn
L ] .
i o1 -|-)| o ||
and i+, 10, $5 DM ]
= H - |
e e e @ﬂ4 . {}J m.| 2
add$s, 4, = il
) | ﬂ.| 2
o e e
o Sy i
=
23 24

Adapted from Computer Organization and Design._Patterson & Hennessy, © 2005




N\HY—F (hazard)

WREEYEY A VI TRITTEGNLSWRENFET
B, ThENYF—RERES.

s #&&/\H—K (structural hazard)
- A=/ SYTRATERBOMHEDEE N~ YT A
R—RLTULVELMEA.
« BRAFRICKVELS.
= T—4%-/\¥—F(data hazard)
» TADZTELOFINICE>TELSNY—F
= Fl#H/\HF—F (control hazard)
» SUEEE, DrUTRBICE>TELENYF—F

R4 JBIESIE (delayed branch)

» DIEHHDRFEOEOHIDHRERITLIEIZ,
PEY 5.
1Y AL OBEEFDHTETIRTRDIEY.
» BEHBERT
» BEHEORTELADHHERST
» DR T, RUETRLROGHERT (FHEILTIE, S
HFHEORORDTELADHHERT)

25 26
AdaEled from L‘mm_;uter Olzanlza[lan and Des:gn Patterson & Hennessz‘ © 2005 AdEEled from Eamgu!sl Oﬂamzalmn and Des/gm Patterson & Nenness* © 2005
E#&4 . JEEE 5 I8 (delayed branch) BESMFERAOVCDRy D 1—)5
_ (a) MERELS b) SEEh S © Z+—ILAN—H5
» DIEHFOERBEDOEONDHHEETLIRIS, Dk o0 1 2.8 P,
—3—6 ﬁ\miﬁ%lidiéxl“_)bliECUL\ it R2 = 0than PSUBR. SRS = if A1 =0then
» DHORISCTOEYHIZTHASI L.
if R = O then ORRA7, A8, RY
" W = MM we R— DSUB R4, A5, A8 ~—]
IF 13 X MEM Wh
Ir n X MEM WB - P .
IF mn EX MEM Wh
IF mn X MIM WB
DSUB R4, RS, RE DADD R1, A2, A3
IF m (5% MEM WB if A2 = 0 then if A1 = 0 then
It D [ MIM  WE DADD A1, R2, A2
IF mn EX MEM WH
ifR1 =0then
—— > & e W — oaver e s <—
Nop@i 45
27 28
AdaEIed from Ca/neu.’erDlganllallanandbeslgn, Panersun&Hsnnessx‘ © 2005 Adapted from Computer Organization and Design, Patterson & Hennessy, © 2005
NF—F (hazard) NATZAODEITORES
HREBEDEY A 7L CERATERNSSHK RIS » PAAORT
3. CHhENF—FEESR o /0 TIRARMDLDER
T o . A—YTOFSLNSDOSH—E RDIEUHL
. BEEFO—RER
= #5&/\H—F (structural hazard) o TL—HRAUNTOTSIOBERIZESEYAH)
» F—NSYTRTTEIREOMAEDLEEN—RIZTHY . %‘?ﬂﬁ%u‘n‘%@?}'—/\—?n—
o LN . FPEESSOTRAIE
o AL o RS LR AV AEY HISENBE)
W EERD (YL » R=UTF— 2 SEOMGE
R e o - I TURLAEYT S LR (BANBEGSE)
s T—4-/\H¥—F(data hazard) . AEYREER
» TADZITELOFMICE>TECENY—F = REBEHIVERREGTOEA
K th
« #l#/\F—F (control hazard) %:F;E;I7E%&E
= DEEHS, DrUTHRBICEO>TELSNY—F = mEEYrOBEHS
. B A LB O
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Adapted from Computer Organization and Design,_Patterson & Hennessy, © 2005

Adapted from Computer Organization and Design._Patterson & Hennessy, © 2005




i NATZADRITOERES  Flot A~ DA

NAFSAVAF—Y BTVESMELTA

IF 7z FHA—T T3 —)b b, FEIATV T S0, AT REER
D AER - FiEAAO—F

EX THELH

MEM F—H Ty FBA—T T3 — il b, FEAATY 7724, ATV REER
WB mL

LD IF D EX MEM WB

DADD IF D BX MEM  WB

i INATSADERITORES G~ DAL

1. ROGEITVFEIC, MSuTmsE 47
SAVITHEA

2. FMSYTHRENRTINDET, I+—ILL
@S LM T4 hTERIZEELTY
MBI LDEEAHETRTRMYLHS.
FINEECEHENORSYTRFERMD /S
ATSAFOHFITHLT, 11T/
SYFICEAZEEALTETERT S.

3. OSOBIHNNVRSDIL—F W FIHE#ES
Li=zHET, ZDIL—FUIETH+—ILRLTZ
WHEDPCEELICRETS.

COfElE, BIEFERNNSRLEFICHERA.
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AdaEied from Cﬂmzuler Olzanlzaﬂan and Des:gn Patterson & Hennessz‘ © 2005 AdEEled from Eamgutsl Organ/zalmn and DES/EM Patterson & Nenness* © 2005
i Tty GRS/ 1TS54 D i IMMTSA DB
| Basic Pentium* Ill Processor Misprediction Pipeline |
v [ 2 | 3] 4 | s | & 7 | &8 | s | w| [ /\0475’(‘/@Eﬁﬁlig:if%‘b?':&ﬁffgé"
_Feieh | Fetch | Decode Decode | Decode |Remame |ROB R Rdyich Dispatch Eeee
Basic Pentium® 4 Processor Misprediction Pipeline
|l [ P A SR R | .
The Microarchitecture of the Pentium® 4, Intel Technical Report
POWER4 System Microarchitecture, IBM Journal 34
Adaeled from Cumeuler Olganllamm and Deslgn, Patterson & Hsnnessx‘ © 2005 Adaelsd from L‘Dmeutel Dgamzatmn and De.wzn Patterson & HEnnessZ, © 2005
i E=LBHM
) o IOy Y OEEREHBORE X TO Y HRAED
Session 1 — Processor Pipelines " o el
g’ EETSAEMTREL LTINS,
Increasing Processor o SATSAUDRIEHE, B DEHSETIRIERIMIC
Performance by Implementing By 5.
Deeper Pipelines .
per Fip . AT DREEF vy 1Y A XOEKELT, T
Eric Sprangle , Doug Carmean Ty tEEEFRITHETILEBEL, 3aL—ay
Pentium Processor Architecture Group, Ik Y HEREEFFET S,
Intel Corporation = Pentium 470y HER—RSALELT, FBLVLTS
ISCA-2002 pp.25-34 AP EREA LI DA BIEETRT .
35 36

Adapted from Computer Organization and Design, Patterson & Hennessy, © 2005

Adapted from Computer Organization and Design._Patterson & Hennessy, © 2005




Simulated 2GHz Pentium 4 like processor config.

Simulated Benchmark Suites

Core . Number of -
3-wide fetchiretire Suite Benchmarks Description
2 ALUs (running at 2x frequency) SPECint95 8 spec.org
1 load and store / cycle h iti
In-order allocation/de-allocation of buffers Multimedia - oeg bhotehon.
512 rob entries, load buffers and store buffers ray t}acing 5a ’
Memory System sysmarkék
64 kB/8-way |-cache . internet/business/
8 kB/4-way L1 D-cache, 2 cycle latency Productivity 13 oductivit
256 kB/8-way unified L2 cache, 12 cycle latency D’P HCIVIY,
3.2 GB/sec memory system, 165ns average latency remiere
Perfect memory disambiguation SPECfp2k 10 spec.org
16 kB Gshare branch predictor SPECint2k 12 spec.org
Streaming based hardware prefetcher - -
Workstation 14 CAD, rendering
Skeleton ELVSEATERBI DL 2L —2EAVNVTEHET 5. Internet 12 webmark2k, specjbb
37 38
AdaEied from Eﬂmzuter Olzanlzanan and Destgn Patterson & Hennessz‘ © 2005 AdEEled from Eamgutsl Ogamzal/nn and DQS/E/L Patterson & Nenness* © 2005
NATSAVBBETILSE RO
T4 DF =1~k ENERIREL. IPC. HRED FTE#E R
= Conservative ASIC design o SATSAUBSEET, BERREA 25 E T AN £
= Clock skew + jitter = 51ps
= Standard 0.18um process, flop overhead is 3 FO4 = 75ps e
= Pipeline overhead = 51ps + 75ps = 125ps e | 52F%
= Custom design 25 - Perkormasca)
= Most of clock skew and jitter overhead can be hidden. =
= Pipeline overhead = 75ps e?f
= Extreme custom design % e
= Sub-50ps at the cost of a much larger design cost 2 s
§ 10
= Pentium 4 overhead
. . haaee Ty
= Pipeline overhead = 90ps 08
= Use 90ps as a baseline overhead time
00 g
20 30 40 50 80 70 80 o0 100
39 Branch Miss Pipeline Depth 40

Adapted from Computer Organization and Design, Patterson & Hennessy, © 2005

Adapted from

INATSAVERBEF—INYREE LS E-FKRD
P REDFTMlFE R
« FHEICIE, SATSAVBRBICREER T —EDF—/INUFERE
s 2GHz M/84F 54 EyF 500ps. Pentium 40DA—/\~vF[E 90ps
148

F—INIRENSKFTBIET, ATV R RV R D,

16 P

/ﬂ_,.-v-" il ™
m

Relative Performance
-

N —
[ -+ 50 ps overhead

=== 50 ps overhead [

=== 70 ps overhead
=== 80 ps overhead
-=- 90 ps overhead

20 30 40 50 60 ™ 80 80 100

Branch Miss Pipeline Depth 41

Adapted fr

IATZAVBBEF v A XEELESET -
B 0D T4 BE 0D BT 45 2R

s Frulat A REELSEHIETHRMERITELT S0, &BEL
RATSAVBRIEFEAERIELEL,

12 [EmB |

=4 MB

|=2MmB |
|=—1MB |
=512 KE|
105 =256 KB

20 30 40 50 80 70

2
2

100
42

Adapted from Con Branch Miss Pipeline Depth
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Adapted from Computer Organization and Design,_Patterson & Hennessy, © 2005
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