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Figure 1. Relative sizes of the cores used in

the study
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M-Core: Many Core Architecture Model '%
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O

int MC_init(int *id_x, int *id_y, int *rank_x, int *rank_y):

void MC_finalize();

void MC_dma_put(int dst_id, void *remote_addr, void *local_addr,
size_t size, int remote_stride, int local_stride);

int MC_clock(unsigned int*);
etc

Kise Laboratory Tokyo Tech 16
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i 2D and 3D Mesh/Torus Network

FfAS
PBABIBI
PBANIBI
pBAEIn|

Torus

Mesh

= N processors, N switches, 2, 3, 4 (2D torus) or 6 (3D
torus) links/switch, 4N/2 links or 6N/2 links

= N simultaneous transfers
= NB = link bandwidth * 4N or link bandwidth * 6N
= BB = link bandwidth * 2 N¥2 or link bandwidth * 2 N2/3

Adapted from Computer Organization and Design._Patterson & Hennessy, © 2005




Core & Router block diagram '%
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Packet & Flit DR ?%;
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Library: Multi-Core library MClib ‘%

int MC_init(int *id_x, int *id_y, int *rank_x, int *rank_y);
void MC_finalize();

void MC_dma_put(int dst_id, void *remote_addr, void *local_addr,
size_t size, int remote_stride, int local_stride);

int MC_clock(unsigned int*);
- efc
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[advance@scdd0 “/kise]$ tar =fz ,,/kadai,tgz

[advance@scdd0 “/kise]$ cd kadai/

[edvancel@scdd) kadail$ cd test10

[advance@sc440 test10]3 make

make -C /home/shar*e/lﬂ Core-3Zhit//lib

make[1] 7' ' ]/’7%‘) /hnme/shar‘e M-Core-32bit/lib” IZAD T

make[1]: ‘all’ {ZHLTiT2-<3HETHD

nake[1]: Fa L 7Y ‘/hnme/shar‘em Core- Blet/llb w Bﬂjé\"?

J/home/share/cad/nip=el fusr/bin/mipsel-linu<-goo -Wall -03 nain.c —© %
-I/hone/share/M-Core-32hit//1ik/

Shone/share/cad/nipsel/usr/bin/mipsel-linus-goo —static main.o /howe/:

hare/M-Core-32bit//1ib/MClib.0o -0 test.out

[advance@scadd test10]13 make run

nake -C /hnme/share/ﬁ ~Core-32bit//sim

make[1] 7 AL F Y “fhone/share, M Core-32bit/sin’ 2 AN T

make[1] ¢ all’ o LTAT I S5

make[1] LAEY ‘/hume/shar‘e/ﬁl LCore-! 32b1t/sm B oHET

/hnme/shar‘e/t’l Core-32bit/fsin/SinMc  test.out

## SinMcr Manu-Core and NoC Simulator V.1.0.5 2009-08-27

#ﬁ# [SimMips: Simple Computer Simulator of MIPS Version 0,5.0 2008-11-

q

## DEBUG MODE 0, LOG MODE O

## conp node (1,1) - (4,4) + server (1,5) - (4,5)

## memory node (0,0

## path node (0, 1) - (0,8), (1,00 - (4,00

## Multi-Core llbr*ar'y MClih v0,1.1 2009 (07-28

33 core( 2, 5) 1 server lock

3% corel 1, 8) : server barrier

3% test10: T an core (2,1).

3% test10: T an core (3,1).

33 test10: T an core (4,1).
33 testl0: I an core (2,2).
B Ak 100 T oan mome P22
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Adapted from Computer Organization and Design._Patterson & Hennessy, © 2005




