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MIPS Direct Mapped Cache Example

= One word/block, cache size = 1K words

Set Associative Cache Example

Main Memory
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What kind of locality are we taking advantage of? 3

0000xx Two low order bits
W W I
Cache gggéii define the byte in the
Way Set V Tag Data 0011 word (32-b words)
XX One word blocks
0 0 0100xx
1 0101xx
0 0110xx
1 0111xx
. 1000xx  Q: How do we find it?
Q: Is it there? 1001xx
1010xx  Use next 1 low order
Compare all the cache 1011xx  memory address bit to
tags in the set to the 1100xx  determine which cache
high order 3 memory 1101 set
address bits X
to tell if the memory block 1110xx
is in the cache 1111xx

Four-Way Set Associative Cache

= 28 = 256 sets each with four ways (each with one block)
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Range of Set Associative Caches

= For a fixed size cache

Used for tag compare

Selects the set

Selects the word in the block

Tag [ Index

‘ Block offset ‘Byte‘offset

" . Increasing associativi
Decreasing associativity —l—A 9 ty

Direct mapped }'—

(only one way)
Smaller tags

Fully associative
(only one set)

Tag is all the bits except
block and byte offset




OPT: Optimal Replacement Policy

The Optimal Replacement Policy

@ Replacement Candidates : On a miss any replacement policy
could either choose to replace any of the lines in the cache or
choose net to place the miss causing line in the cache at all.

O Self Replacement : The latter choice is referred to as a
self-replacement or a cache bypass

Optimal Replacement Policy
On a miss replace the candidate to which an access is least
imminent [Belady 1966 Mattson 1970 McFarling-thesis]

@ Loockahead Window : Window of accesses between miss causing
access and the access to the least imminent replacement
candidate. Single pass simulation of OPT make use of lockahead

ind to identify repl 1t candidates and medify current
cache state [Sugumar-SIGMETRICS1903]
OPT: HFYLIALTLVENLDEBEEHRAS.

MICRO-40 Emulating Optimal Replacement with a Shepherd Cache

Optimal Replacement Policy @5l

Understanding OPT

Access Sequence A5>i\_ AgiAy A A A A A A T T A
OPTorderfor Agf (g ! 131 ‘obgigt & o0 i
OPTomestor | | | [oi1fafsl 1 1 14

@ Consider 4 Wéy associative cache with one set initially containing lines
(Al‘A:,A;A/), consider the access stream shown in table
@ Access 45 misses, replacement decision proceeds as follows
@ Identify replacement candidates  (4; 4> A3 45 As)
@ Lookahead and gather imminence order : shown in table,
lookahead window circled
© Make replacement decision - 4s replaces 4>

@ g self-replaces, lockahead window and imminence order in table

MICRO-40 Emulating Optimal Replacement with a Shepherd Cache

Sources of Cache Misses

= Compulsory (#)#18H=X, cold start or process
migration, first reference):

= First access to a block, “cold” fact of life, not a whole lot you
can do about it

= If you are going to run “millions” of instruction, compulsory
misses are insignificant
= Conflict (E&42X, collision):
= Multiple memory locations mapped to the same cache location
= Solution 1: increase cache size
= Solution 2: increase associativity
= Capacity (AREMSR):
= Cache cannot contain all blocks accessed by the program
= Solution: increase cache size

LR—F [ERE

1. SimMipsISF—42F ¥y aDby hREZRAFET SHMEHEEML,
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AEADFERIRE

= EEADER
= 131.112.16.56
= ssh arche@131.112.16.56

« 2—H4: arche
» RRAT—FEFREITEAR
= cd myname (fl: cd 06B77777)
= cp —t /home/arche/v0.5.5 .
= cd v0.5.5
= memory.cc HEFBIELTIAV /AL, EAT
. IES
» ATEHEEELNSESNEBICsshTEETEALONILAERA.
= Windowsh\5I& Tera Term ZE#EFIALTIZELN.

Adapted from Computer Organization and Design,_Patterson & Hennessy, © 2005
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= report_at_arch.cs.titech.ac.jp

» BEFA—ILDEARIL
= Arch Report [#£%& 5]
= 5l : Arch Report [33_77777]
= BFA-ILORE
= KA FEES
« @E
« PDFO7AILERM (BFPDFETHIL)
« PDF77ALISV RS, FHEESERATEIL
« AAFRIETIRURICEEDHDE.




Multiword Block Direct Mapped Cache

= Four words/block, cache size = 1K words
Byte
offset

3130 1312 11 4321

Hit Data

Black offset

IndexValid Tag

=20
)
| 32
What kind of locality are we taking advantage of? 13
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Major Components of a Computer

Processor Devices

urey

ayoen
Kiowa\

Gisia)
Kiowa
Arepuodas

15 /28

Magnetic Disk (&R T1RX%)

= Purpose
= Long term, nonvolatile (FiE51M4) storage e

= Lowest level in the memory hierarchy \
= slow, large, inexpensive

Tacks

= General structure

= A rotating platter coated with a magnetic surface f
= A moveable read/write head to access m% ﬂ
the information on the disk ~

= Typical numbers
= 1 to 4 platters per disk of 1" to 5.25" in diameter (3.5” dominate in 2004)
= Rotational speeds of 5,400 to 15,000 RPM (rotation per minute)
= 10,000 to 50,000 tracks per surface
= cylinder - all the tracks under the head at a given point on all surfaces
= 100 to 500 sectors per track
= the smallest unit that can be read/written (typically 512B)
16

Disk Drives

<
rack =

Sector \ Tracks

Controller

+
Cache

Sectors

~—Platter
Head Track

To access data: X

« seek time (&—%Wfif): position head over the proper track
rotational latency (EIEzf§%E#M): wait for desired sector
transfer time (¥E%MH): grab the data (one or more sectors)

= Controller time (fI{#IEFR) : the overhead the disk controller
imposes in performing a disk 1/0 access

17

= Disk read/write components
1. Seek time: position the head over the Cache

Magnetic Disk Characteristic

Track
Sector

proper track (3 to 14 ms avg)
= due to locality of disk references
the actual average seek time may
be only 25% to 33% of the
advertised number
> Rotational latency: wait for the desired sector to rotate
under the head (%2 of 1/RPM converted to ms)
= 0.5/5400RPM = 5.6ms to 0.5/15000RPM = 2.0ms
s Transfer time: transfer a block of bits (one or more sectors)
under the head to the disk controller’s cache (30 to 80 MB/s
are typical disk transfer rates)
4. Controller time: the overhead the disk controller imposes in
performing a disk 1/0 access (typically < .2 ms)

~—Platter
Head

18




Typical Disk Access Time

= The average time to read or write a 512B sector for a
disk rotating at 10,000RPM with average seek time of
6ms, a 50MB/sec transfer rate, and a 0.2ms controller
overhead
Avg disk read/write time
= 6.0ms + 0.5/(10000RPM/(60sec/minute) )+

0.5KB/(50MB/sec) + 0.2ms
= 6.0+ 3.0+ 0.01+0.2
= 9.21ms

If the measured average seek time is 25%6 of the
advertised average seek time, then

Avg disk read/write = 1.5+ 3.0+ 0.01+0.2 = 4.71ms

= The rotational latency is usually the largest
component of the access time 19

Disk Latency & Bandwidth Milestones

= Disk latency is one average seek time plus the rotational latency.

= Disk bandwidth is the peak transfer time of formatted data from
the media (not from the cache).

CcDC SG ST41 | SG ST15 | SG ST39 | SG ST37

Wren
Speed (RPM) 3600 5400 7200 10000 15000
Year 1983 1990 1994 1998 2003
Capacity (Gbytes) 0.03 1.4 4.3 9.1 73.4
Diameter (inches) 5.25 5.25 3.5 3.0 25
Interface ST-412 SCSI SCSI SCSI SCSI
Bandwidth (MB/s) 0.6 4 9 24 86
Latency (msec) 48.3 17.1 12.7 8.8 5.7

Patterson, CACM Vol 47, #10, 2004
20

Latency & Bandwidth Improvements

= In the time that the disk bandwidth doubles the
latency improves by a factor of only 1.2 to 1.4

100
—+ Bandwidth (MB/s)
80 —-Latency (msec) /
60
% %
0 : T T T

1983 1990 1994 1998 2003
Year of Introduction 21

Reliability ({S%81%), Availability

= Reliability — measured by the mean time to failure
(‘P8 fEFHFa, MTTF). Service interruption is
measured by mean time to repair (&1 RS,
MTTR)
= Availability (FRAZET4)
Availability = MTTF / (MTTF + MTTR)

= To increase MTTF, either improve the quality of the
components or design the system to continue operating
in the presence of faulty components
1+ Fault avoidance: preventing fault occurrence by construction

2. Fault tolerance: using redundancy to correct or bypass faulty
components (hardware)

22

RAID: Disk Arrays

Redundant Array of Inexpensive Disks

= Arrays of small and inexpensive disks

= Increase potential throughput by having many disk drives
= Data is spread over multiple disk
= Multiple accesses are made to several disks at a time

= Reliability is lower than a single disk
= But availability can be improved by adding redundant
disks (RAID)

23

RAID: Level O (TURMAL; Striping RSAE %)

[ —1 [ —1 [ —1 [ —1
blk2 blk3

= Multiple smaller disks as opposed to one big disk
= Spreading the blocks over multiple disks — striping — means
that multiple blocks can be accessed in parallel increasing the
performance
= A 4 disk system gives four times the throughput of a 1 disk system
= Same cost as one big disk — assuming 4 small disks cost the
same as one big disk

= No redundancy, so what if one disk fails?

24




RAID: Level 1 (Redundancy via Mirroring)

[ s R s T ca— R I e R e S e I _—

redundant (check) data

= Uses twice as many disks for redundancy
so there are always two copies of the data

= The number of redundant disks = the number of data disks
so twice the cost of one big disk

= writes have to be made to both sets of disks,
so writes would be only 1/2 the performance of RAID 0

= What if one disk fails?
= If a disk fails, the system just goes to the “mirror” for the data

25

RAID: Level 0+1 (Striping with Mirroring)

Y (O (O (O, 3 8 /3

redundant (check) data

= Combines the best of RAID 0 and RAID 1,
data is striped across four disks and mirrored to four disks
= Four times the throughput (due to striping)
= # redundant disks = # of data disks
so twice the cost of one big disk

= writes have to be made to both sets of disks,
so writes would be only 1/2 the performance of RAID 0

= What if one disk fails?
= If a disk fails, the system just goes to the “mirror” for the data

26

RAID: Level 2 (Redundancy via ECC)

T0R0D 000

27

RAID: Level 3 (Bit-Interleaved Parity)

blk1,b0 blk1,bl blk1,b2 blk1,b3 bit parity disk

DO | O

= Cost of higher availability is reduced to 1/N where N is the
number of disks in a protection group ({£:&%5 )L—7)
= # redundant disks = 1 X # of protection groups
= writes require writing the new data to the data disk as well as
computing the parity, meaning reading the other disks,
so that the parity disk can be updated
= reads require reading all the operational data disks as well as the
parity disk to calculate the missing data that was stored on the failed
disk
28

RAID: Level 4 (Block-Interleaved Parity)

Block parity disk

Y O CCa 3
O

= Cost of higher availability still only 1/N but the parity is
stored as blocks associated with sets of data blocks
= Four times the throughput (striping)
= # redundant disks = 1 X # of protection groups
= Supports “small reads” and “small writes” (reads and writes that
go to just one (or a few) data disk in a protection group)

29

Small Writes

= RAID 3
New D1 data

3 reads and
2 writes

involving a// (S S S a—
the disks

= RAID 4 small writes
New D1 data

2 reads and
2 writes e
involving just X/ =




RAID: Level 5 (Distributed Block-Interleaved Parity)

OO0oOoOgd

one of these assigned as the block parity disk

= Cost of higher availability still only 1/N but the parity
block can be located on any of the disks
so there is no single bottleneck for writes
= Still four times the throughput (striping)
= # redundant disks = 1 x # of protection groups
= Supports “small reads” and “small writes” (reads and writes
that go to just one (or a few) data disk in a protection group)
= Allows multiple simultaneous writes

31

Distributing Parity Blocks

RAID 4

) (0 CD L0

G0 () @)
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= By distributing parity blocks to all disks, some small

writes can be performed in parallel
32

Disk and RAID Summary

= Four components of disk access time:
Seek Time: advertised to be 3 to 14 ms but lower in real systems
Rotational Latency: 5.6 ms at 5400 RPM and 2.0 ms at 15000
RPM
Transfer Time: 30 to 80 MB/s
Controller Time: typically less than .2 ms
= RAIDs can be used to improve availability
RAID 0 and RAID 5 — widely used in servers, one estimate is that
80% of disks in servers are RAIDs
RAID 1 (mirroring) — EMC, Tandem, IBM
= RAID 3 — Storage Concepts
= RAID 4 — Network Appliance
= RAIDs have enough redundancy to allow continuous
operation

33

Intra-Disk Parallelism: An Idea Whose Time Has
Come, ISCA2008

e Assamblios .
per Disk [A=7]

(a) A Dy AsS | H, disk drive. (b) A Dy Ay 5, Hy disk drive.

Figure 1. Example design points within the
[ASH intra-disk parallelism taxonomy.
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