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Abstract

As the enlarged and multi-ported register file results in
high power consumption and slow access time, it is difficult
to design high performance superscalar processors. Parti-
tioning and clustering the enlarged and multi-ported regis-
ter file into several smaller and less-ported register files is
expected to overcome the register file issues. The much more
a monolithic register file is partitioned into, the lower power
and faster access register files can be realized. However, the
partitioning causes losses of IPC (instructions per clock cy-
cle) due to communication among partitioned structures. In
this paper, we investigate appropriate degrees of partition-
ing in 3-way, 4-way, 6-way and 8-way clustered microar-
chitectures. The results show that highly clustered register
files make their access time and energy dissipation signifi-
cantly lower than conventional monolithic register files. If
we assume that the access time for a RegFile decides the
operating frequency of a processor, we find that highly clus-
tered microarchitectures can achieve both higher perfor-
mance and lower power. In 8-way configurations, a highly
clustered configuration can achieve 1.59 times higher IPS
and 83% lower power than a non-partitioned register file
configuration.

1. Introduction

Microprocessor designers strive to increase instruction
issue width because wider issue width enables a processor
to exploit more ILP (instruction level parallelism) in pro-
grams. However, instruction issue width for integer func-
tional units has saturated at three or four in current commer-
cial high performance microprocessors [8]. In current high-
performance processor design methodology using a single
monolithic register file (RegFile), simultaneous reads and
writes for a register are required. As instruction issue width
of a processor is widened, the number of simultaneous ac-
cesses for a register increases. To accommodate the increase
of simultaneous access, the number of ports of registers is

increased. Not only the number of ports but also the number
of registers in a RegFile is increased in order to accommo-
date the large number of in-flight instructions.

Since power consumption and access time are mainly de-
pendent on the number of registers and the number of ports,
the enlarged and multiported RegFile consumes huge power
and slows its access time [2, 5]. The huge power consump-
tion of RegFile is becoming a serious restriction of building
high performance microprocessors [21]. The slow access
time for the RegFile is becoming the critical path in the cy-
cle time of a microprocessor, and degrades the operating
frequency of the processor.

A natural way to deal with the RegFile issues is to build
clustered microarchitectures [1, 13, 14]. In the clustered
microarchitectures, the global structures of conventional
superscalar processors are partitioned into simple smaller
structures and each of them is arranged in a PE (processing
element), which is also called a cluster in some papers [14].
Therefore, the single monolithic RegFile of superscalar pro-
cessors is partitioned and clustered into smaller and less-
ported RegFiles.

However, IPC (instructions per clock cycle) of clustered
microarchitectures is lower than those of the non-clustered
ones because the clustering causes extra communication de-
lay among PEs. The amount of communication among PEs
is dependent on a degree of partitioning; in other words,
how many PEs an original datapath is partitioned into.
Therefore, as a degree of partitioning is increased, the IPC
is decreased due to communication.

On the other hand, if a degree of partitioning is increased,
the much more number of entries and ports of the RegFile
can be reduced. Therefore, the highly partitioning will be
able to make the less power consumption and the faster ac-
cess RegFile possible. Because the IPC, RegFile access
time and RegFile power consumption are dependent on the
degree of partitioning, the appropriate degree of partition-
ing, in terms of the performance and power consumption,
should be investigated.

In this paper, we attempt to show a relationship between
degrees of partitioning, performance and power consump-
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Figure 1. The overview of the clustered mi-
croarchitecture (X*Y configuration).

tion. We observe IPC and register access counts by cycle
accurate execution driven simulations. We also estimate
RegFile access energy and access time using CACTI model
[17]. Finally, we evaluate the performance of each config-
uration measured by IPS (instructions per second) and the
energy and power consumption of RegFiles using various
benchmark programs.

The rest of this paper is organized as follows. In sec-
tion 2, we show the overview of a clustered microarchi-
tecture assumed in this paper. Section 3 describes an ex-
perimental framework, evaluation methodology and results.
Section 4 describes future work including the application of
highly clustered microarchitectures. Section 5 shows some
related work. Section 6 concludes this paper.

2. Clustered microarchitectures

2.1. The structures of microarchitectures

The microarchitecture of a clustered microprocessor is
based on that of the aggressive out-of-order issue super-
scalar processors. Fig. 1 shows the overview of the clus-
tered microarchitecture assumed in this paper. We represent
a configuration of the clustered microarchitecture as X*Y,
where X denotes the number of PEs and Y denotes the is-
sue width in a PE. The total number of issue width of the
configuration is equal to the product of X and Y.

A PE is a group of partitioned datapath components such
as a RegFile and a few functional units (FUs), and it is also
called a cluster in some papers [1, 14]. We use the non-
consistent (non-C) RegFile organization where a physical
register in each RegFile has its own register instance and
any register instances are not replicated among PEs. It is
well known that the non-C RegFile organization can reduce
the number of registers and ports for each RegFile more
than the other RegFile organizations [12,19].
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Fig. 2 (a) shows the pipeline stages used in this paper.
The pipeline organization is based on that of Alpha21264,
which is composed of 7 stages (IF, ID, MAP, REG, ISSUE,
EX, COMMIT). The processor front-end fetches multiple
instructions at once in IF stage and decodes them ID stage.
In MAP stage, instructions are dynamically steered to ap-
propriate PEs and architectural registers are renamed to the
physical registers. And then, the steered instruction is dis-
patched to the IQ (issue queue). In ISSUE stage, instruc-
tions in the IQ are checked whether their operands are ready
and their corresponding FUs are available. If the operands
and the FU of an instruction is available (i.e. the instruction
is waked-up and selected), the operands are read in REG
stage, and then the instruction is executed in its given la-
tency in EX stage. The detailed timing of the pipeline is the
same as that in [19].

Clustered microarchitectures induce inter-PE communi-
cation when an instruction uses some operand stored in the
other PEs. We assume that it takes 2 extra cycles for this
inter-PE communication. The timing of an inter-PE com-
munication between dependent instructions is classified into
following two cases based on the timing of a wakeup and
select process. The first case is that the transferred operand
is unready and will be produced by another PE. Fig. 2 (b)
shows the pipeline timing of this case. After the transferred
operand is produced, the waiting instruction is waked-up
and selected. The second case is that the transfered operand
has already been stored in a RegFile of another PE. In this
case, the operand is read using an inter-PE register read pro-
cess. Fig. 3 shows the pipeline timing of this inter-PE reg-
ister read. When a PE is found to use a register instance
stored in another PE in ISSUE stage, the register read is re-
quested to the remote PE. After the data transfer starts, the
instruction is waked-up and selected.
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Figure 4. The clustered microarchitecture
with the non-C RegFile organization.

In order to realize effective localized processing on clus-
tered microarchitectures, a group of dependent instructions
should be processed in a single PE. On the other hand, to re-
alize parallel processing, groups of dependent instructions
should be processed simultaneously in multiple PEs. If a
program is partitioned into groups of dependent instruc-
tions ideally, there are no communication among PEs. How-
ever, the additional latency for the inter-PE communication
and load imbalance among PEs will cause IPC degradation
compared with the non-partitioned configurations. There-
fore, we attempt to distribute instructions into the appropri-
ate PEs.

An instruction steering scheme plays the role of dynamic
program partitioning, that is to say, instruction distribution
to appropriate PEs. In this paper, we use the !ready (not
ready) instruction steering scheme because this can achieve
higher IPC than the other basic schemes [18]. This scheme
utilizes the status of operands of dependent instructions (i.e.
source operands are ready or unready) in MAP stage. In
order to reduce the IPC loss due to communication, this
scheme steers instructions with at least on unready operand
to the same PE as its dependent instruction. To improve
the load balance among PEs, instructions without unready
operands are steered to the minimum loaded PE. To deter-
mine the minimum loaded PE, we use the heuristics based
on the number of waiting instructions in each PE.

2.2. Details of the inter-PE network and partitioned
RegFiles

Fig. 4 shows the details of the clustered microarchi-
tecture with the non-C RegFile organization assumed in
this paper. A shared bus network is used as the inter-
communication network fabric. Each shared bus corre-
sponds to a write to one PE, and each PE is able to send
data to any bus. Fig. 4 (b) shows the details of a PE in

the 4*2 non-C RegFile configuration. We assume that the
number of shared buses is the same as that of the total issue
width which is equal to the product of the number of PEs
and issue width in a PE. For example, in the 4*2 configura-
tion, the total number of buses is eight and each PE has two
buses for writes to the PE. In addition, we set the number of
read ports for the inter-PE network in a RegFile to the same
as the issue width in a PE. In the case of the 4*2 configura-
tion, up to 2 registers are allowed to be read in a clock cycle
from a single RegFile for the input of the inter-PE network.
Our model of the inter-PE communication network on the
non-C RegFiles is similar to the model in [22].

In this paper, we assume that an FU is composed of a
set of one ALU and one multiplier, and the ALU and the
multiplier share the ports of the RegFile. The number of
ports required to feed data for one FU is two read ports and
one write ports. In each PE, the number of FUs is set to
the same as issue width in the PE. Hence, the total number
of FUs in a clustered microarchitecture is equal to the total
issue width.

Based on these detailed structures, we summarize the re-
lationship between the degree of partitioning in terms of the
number of registers and ports for an X*Y configuration (X:
the number of PEs, Y: the issue width in a PE).

For the number of registers, there are two metrics in the
clustered microarchitectures: the number of total registers
Nreg total, and the number of physical registers in a PE
Nreg PE . The number of total registers is:

Nreg total = X ·Nreg PE (1)

In each RegFile, the total number of required ports is
composed of that for functional units and for inter-PE com-
munication networks. For functional units, 2Y read ports
and Y write ports are required. The ports required for
the inter-PE communication network of our non-C RegFile
model is assumed to be Y read ports. Therefore, the total
number of ports is:

ReadPorts = 3Y (2)

WritePorts = Y (3)

Table 1 shows the number of required ports for the 8-way
and 4-way issue configurations. We note that non-clustered
configurations (1*8, 1*4) do not require the ports for the
inter-PE network, and they require only ports for functional
units.

Since the energy dissipation and access time of a Reg-
File are mainly dependent on the number of ports and regis-
ters, the degree of partitioning is an essential parameter for
the power and performance of the clustered microarchitec-
ture. As a RegFile is highly partitioned and clustered, the
RegFiles will be made their energy consumption lower and



Table 1. The number of ports of the RegFiles.

8-way config. 4-way config.
8*1 3R + 1W 4*1 3R + 1W
4*2 6R + 2W 2*2 6R + 2W
2*4 12R + 4W 1*4 8R + 4W
1*8 16R + 8W

Table 2. Main architectural parameters.

IQ, LQ, SQ size 64
ROB size 256
L1I cache 128KB, 2way
L1D cache 128KB, 2way

RegFile model non-C
Inter-PE comm. 2 cycle latency

their access time faster. However, highly clustering causes
extra communication among PEs. Therefore, we must clar-
ify how much the partitioned RegFile achieves faster access
and lower energy consumption, and how much the commu-
nication degrade its IPC.

3. Experiments

In this Section, we demonstrate power and performance
advantages in the highly clustered microarchitecture.

3.1. Methodology

We modified sim-alpha [6] to model the clustered mi-
croarchitecture with all the architectural features discussed
in Section 2. In this paper, we focus on the evaluation of in-
teger datapath because the advantage in the integer datapath
is easily applied to the floating point datapath. We simu-
late the 3-way (1*3 and 3*1), 4-way (1*4, 2*2 and 4*1),
6-way (1*6, 2*3, 3*2 and 6*1) and 8-way (1*8, 2*4, 4*2
and 8*1) issue processors. The number of ports for each
configuration is set based on the equations in Section 2.2.
The number of physical registers in a PE (Nreg PE) is also
varied. The number of instructions fetched and decoded in
a single cycle is set to the same as the issue width. The
other architectural parameters are shown in Table 2. The
rest of parameters such as latency of the caches and that of
functional units are following that of Alpha21264.

We modeled the access time and access energy of parti-
tioned RegFiles using CACTI-2.0 tool set [17] at 0.07µm
technology. Basically the model is intended to evaluate
cache system, so we discarded the tag path of the model and
set the width of a register to be 64 bits as depicted in [20].

As a metric of performance, we utilize the IPS (instruc-
tions per second), which is the product of IPC and operating
frequency. There are a number of critical paths that will set

the operating frequency of processors, and the critical paths
are ordinarily included in the issue queue, the register re-
naming unit and the RegFile. In reality, the delay of these
structures is dependent on their implementation, but they
will have structures similar to those found in the RegFile
(such as numbers of ports or numbers of entries) and tend
to scale together according to the issue width. Therefore,
we assume that the operating frequency of processors is de-
cided by the access time for RegFiles depicted in [7].

In order to estimate the total energy consumption, we
count the total number of register accesses (Naccess) in the
cycle-accurate simulation. The number of register accesses
includes all of the read and write accesses to the registers,
and excludes the case of the operand fetch through the for-
warding (bypassing) network in a PE similar to [15]. Using
the register access energy (Eaccess) obtained by CACTI-
2.0 model, we estimate total energy consumption (Etotal)
as follows:

Etotal = Eaccess ·Naccess (4)

Furthermore, we estimate the power consumption of
RegFiles using the operating frequency assumed. When the
total number of executed instructions isNinst, the power
consumption of RegFiles is:

PowerRegFiles = (Etotal · IPS)/Ninst (5)

We select a subset of 4 benchmarks (djpeg, cjpeg,
rawdaudio, rawcaudio) from the MediaBench benchmark
suite [11]. This benchmark suite captures the main features
of commercial multimedia applications. Benchmarks which
tend to achieve high instruction-level parallelism have been
selected. We also select a subset of 7 benchmarks (gzip, vpr,
gcc, mcf, perlbmk, bzip, twolf) from the SPEC2000CPU int
benchmark suite [9]. The rest of SPEC2000 benchmarks
could not be adapted to the simulation environment used.
All the benchmarks were compiled for the Alpha binary us-
ing Compaq’s C compiler v6.5 on Tru64 UNIX V5.1B with
-O4 -fast -nonshared options. Each program of the Medi-
aBench was executed until the completion and 100 million
instructions of each program of the SPEC2000int were ex-
ecuted after forwarding 1 billion instructions.

3.2. Performance Evaluations

Fig. 5 shows IPC of the various 8-way and 4-way issue
configurations for the MediaBench suite. The IPC is the
average number of MediaBench benchmark programs. The
x-axis is the number of physical registers per PE. The solid
line represents 8-way configurations and the dotted line rep-
resents 4-way configurations.

The result shows that 1*8 and 1*4 configurations achieve
the highest IPC in the same issue width configurations.
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Figure 5. IPC for the MediaBench suite.
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Files.

Since the 1*8 and 1*4 configurations are not partitioned,
they can accomplish better IPC without any inter-PE com-
munication losses. We can observe that the more Reg-
Files are partitioned, the lower the IPC becomes. This
degradation is caused by inter-PE communication. How-
ever, highly clustered configurations enable faster access
and lower power RegFiles as discussed later.

It is also observed that IPC is increased when the number
of registers per PE is increased in the same configuration.
This is because the large number of registers can resolve
more output dependencies and anti-dependencies using a
register renaming technique. However, a large number of
registers will enlarge access time and consume much en-
ergy as shown later.

In return for the IPC losses due to the highly clustering,
the highly clustered configurations enable faster accesses to
RegFiles, which allows higher operating frequency of the
processors. Fig. 6 shows the operating frequency of the
RegFiles in each configuration. The number of ports de-
picted in the figure is determined by the equations in Sec-
tion 2.2.

It is observed that the more a RegFile is partitioned, the
higher frequency it can achieve. Therefore, we can under-
stand that the smaller number of ports is effective in real-
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Figure 7. BIPS for the MediaBench suite.
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Figure 8. BIPS of 3-way to 8way issue config-
urations for the MediaBench suite.

izing a higher operating frequency. The smaller number of
registers also makes RegFile accesses faster. We note that
the peaks in the 16 and 32 registers are caused by the fact
that the CACTI model prefers multiples of 16 as the number
of registers per PE. Also, the number of ports has a larger
impact on the frequency. Since the number of ports is de-
termined by the configuration of a PE, we have to consider
configurations of the clustered microarchitecture carefully.

The large number of PEs due to the highly clustering re-
quires more communications among PEs, resulting in IPC
degradation. On the other hand, the highly clustering makes
RegFile accesses faster and the faster RegFile allows higher
operating frequency of the processor. To illustrate this
trade-off more clearly, we use the IPS metric.

Fig. 7 shows BIPS (Billions of Instructions Per Second)
for the MediaBench suite. Here, we assume that the access
time for the RegFile is critical to the operating frequency
of a processor and the operating frequency of a processor is
equal to that of the RegFile.

The result shows that the 8*1 and 4*2 configurations
achieve higher IPS in the 8-way configurations, and the 4*1
and 2*2 configurations achieve higher IPS in the 4-way con-
figurations. We can understand that as the IPS tends to be
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Figure 9. The total energy for register file ac-
cesses in the MediaBench suite.

higher in the highly clustered configurations. The reason
is that the highly clustered configurations can overcome the
disadvantage of lower IPC using the benefit of its higher
frequency. Therefore, We find that the RegFile of highly
clustered microarchitectures can defeat the problem of de-
sign using the conventional multiported RegFile.

Fig. 8 shows the BIPS of 3-way, 4-way, 6-way and 8-
way total issue width configurations. We select the number
of registers that can achieve the maximum IPS for each con-
figuration. The number following each configuration name
in the figure represents the number of registers per PE. It
is observed that if we increase the total issue width with-
out partitioning and clustering, IPS is decreased. If we in-
crease the total issue width with partitioning, the IPS is in-
creased according to the degree of partitioning. IPS gain of
the 8*1, 6*1, 4*1 and 3*1 configurations compared with the
1*3 configuration are by 42%, 34%, 21% and 9%, respec-
tively.

3.3. Power estimation of partitioned RegFiles

Fig. 9 shows the total energy for RegFile accesses to
complete a benchmark program. The total energy repre-
sented in the figure is the average number of MediaBench
benchmark programs.

We observe that the highly clustered configurations re-
duce the total energy dissipation significantly. It is remark-
able that the energy of the 8*1 configuration is reduced to
11% compared with the non-clustered 1*8 configuration.
The number of total RegFile accesses is almost constant
among all configurations. Therefore, energy dissipation for
a RegFile access can contribute the efficient energy dissipa-
tion of RegFiles. The small number of ports and registers
of highly clustered configurations enables such a low energy
dissipation. Especially, the number of ports that is mainly
decided by the issue width in a PE dominates the bulk of
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Figure 10. The power for register file accesses
and BIPS for the MediaBench suite.

Table 3. The BIPS, power and energy normal-
ized by 1*8 configuration.

MediaBench SPEC2000CINT
Config. 8*1 4*2 2*4 8*1 4*2 2*4
GIPS 1.59 1.56 1.32 1.67 1.69 1.25
Power 0.17 0.33 0.78 0.19 0.36 0.77
Energy 0.11 0.21 0.60 0.12 0.21 0.62

total energy dissipation. We note that the total energy dissi-
pation of 8*1 configuration is slightly lower than that of the
3*1 configuration. This is because the number of physical
registers per PE of 8*1 configuration is halved compared
with that of the 3*1 configuration.

Fig. 10 shows the total power for RegFile accesses and
BIPS for the MediaBench suite. Here, we assume that ac-
cess time for the RegFile decides the operating frequency
of the processor. The result shows that the highly clustered
configurations have still advantage in terms of power con-
sumption. The power consumption metric has a disadvan-
tage for the configuration obtaining higher IPS because the
time required to complete a program is shortened when the
IPS is high. The shorter execution time increases the power
if the total energy is constant. Nevertheless, the advantage
of the lower RegFile energy consumption in highly clus-
tered configurations compensate such a situation.

It is remarkable that the RegFile for the 8*1 configu-
ration can be realized by a little increase of the RegFile
power consumption compared with that of the 3*1 configu-
ration, and about half of the non-partitioned 1*3 configura-
tion while the 8*1 can achieve much more performance.

Table 3 shows IPS, energy and power of 8-way configu-
ration for the SPEC2000int benchmark suite normalized by
1*8 configuration. Similar to the MediaBench suite, we can
understand that the highly clustered configuration reduce
energy and power consumption significantly together with
high IPS. In the 8-way configurations, the highly clustered



configuration can achieve 1.59 times faster processing with
83% lower power consumption than the conventional non-
partitioned configuration in MediaBench and 1.67 times
faster processing with 88% lower power in SPEC2000int.

Finally, we can conclude that the RegFile access time
and RegFile energy dissipation of highly clustered microar-
chitecture is enough low to defeat the RegFile issues of
wider issue processors. Moreover, if we assume that the
access time for the RegFile decides the operating frequency
of the processor, we find that highly clustered microarchi-
tectures can achieve higher performance and lower power.

Now it is time to move from the design using a central-
ized and monolithic RegFile to the design using localized
and clustered RegFiles. In the past, we experienced the tran-
sition from CISC to RISC, that is to say, from the complex
instruction set to simple instruction set. The potential of
RISC is enhanced by the assist of effective hardware de-
signs and compiler techniques. We believe that the highly
clustered microarchitecture has a potential to be enhanced
by the assist of effective hardware designs and compiler
techniques, and will succeed like RISC processors.

4. Future Work

Estimating and understanding the total power consump-
tion of clustered microarchitectures is quite important. Not
only the RegFile, but also other global structures such as
issue queue, inter-PE communication network, processor
front-end and so on can be partitioned and clustered. Parti-
tioning and clustering these structures also degrade the IPC.
In addition, we should consider the power consumed by the
instruction steering mechanism. As the degree of partition-
ing is increased, the complexity of an instruction steering
mechanism might be increased.

To evaluate clustered microarchitectures more precisely,
we should reconstruct the timing of pipeline stages. Parti-
tioning and clustering global structures result in the other
critical paths which are not considered in conventional su-
perscalar pipeline models. Therefore, we plan to estimate
more effects of degree of partitioning in terms of power and
performance.

Current technology trends indicate that the fraction of
the static power will exceed that of the total dynamic power
as technology drops below the 65 nm feature size [3, 10].
The static power consumption caused by transistor leakage
is increased linearly with the number of transistors whether
the transistor is active or not. Therfore, it would be in-
teresting to take into account area consideration in highly
clustered microarchitectures. Furthermore, shutting off the
inactive part of the system using power gating or multi-
ple threshold voltage technique is one of the promising ap-
proaches to reduce the static power consumption [3,10]. In
the highly clustered microarchitecture, we can manage to

turn unused PEs off by controlling the total issue width. In
future, we plan to evaluate the various aspects of power con-
sumption of the highly clustered microarchitecture.

Wider issue and highly clustered processors are moti-
vated by the multithreading. While the 8-issue processor
is not fully utilized in a single thread environment due to
the lack of inherent ILP in most applications, it can easily
take full advantage of wider issue capability in a multithread
environment [4,16].

5. Related Work

In order to obtain higher performance in dynamically-
scheduled clustered microarchitectures, there are many pro-
posals for instruction steering schemes and their compar-
isons in literature [1, 14, 18]. However, the degree of the
partitioning is also one of the other important factors that
determine performance of clustered processors. Previously,
we have reported the evaluation of a clustered microarchi-
tecture with various degrees of partitioning and organiza-
tions of RegFiles in terms of performance [19]. In this pa-
per, we focus on power consumption as another important
factor which is the most significant constraint to realize high
performance processors. The results obtained in this pa-
per illustrate the trade-off between power and performance
more clearly.

Our model of the partitioned RegFiles is similar to the
non-C (non-consistent) model in Zyuban and Kogge [22].
They evaluated the clustered microarchitecture with the
non-C register files in terms of energy efficiency. However,
they do not discuss the relationship between the IPC de-
crease and the degree of partitioning.

Aggarwal and Franklin [1] evaluated the IPC of a clus-
tered microarchitecture varying the issue width in a PE.
However, in their evaluation, the number of PEs is fixed
when the issue width of a PE is varied, and they do not
consider the power consumption and access time of register
files.

6. Conclusions

In this paper, we have compared the power and perfor-
mance of various configurations of the clustered microar-
chitecture, especially focusing on its register files, and fur-
ther investigated reasonable degree of partitioning. The
partitioning of a single monolithic register file into several
smaller ones makes the register file access energy lower and
access time shorter because the number of entries and ports
can be reduced. On the other hand, the partitioning in-
creases the amount of communication among PEs and this
causes IPC degradation.

We have observed that IPC is decreased as a single
monolithic register file is highly partitioned and clustered.



This is because the partitioning requires more communica-
tion among PEs. On the other hand, the highly partition-
ing makes register access time shorter and register access
energy lower. In order to describe the performance trade
off between the RegFile access time and IPC, we have uti-
lized the IPS (instructions per second) metric assuming that
the access time of the register file is critical path of proces-
sor operating frequency. The results have shown that the
highly clustered configurations can achieve higher IPS than
the moderate partitioning configurations.

We have estimated the total energy dissipation of the
clustered register files in each configuration. From the re-
sults, we have found that the highly clustering makes to-
tal energy dissipation of the register files significant lower.
Also, we have estimated the power consumption of register
files. In the case that the access time of register file decides
the operating frequency of the processor, the highly clus-
tered configuration can achieve lower power consumption
of register file than that of the alternatives.

These results have shown that the highly clustered mi-
croarchitecture has various advantages in terms of power
consumption and performance. We believe that the highly
clustered microarchitecture is an attractive design to over-
come a list of difficulties to realize wider issue processors.
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