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Abstract

Recently, power-performance (performance per uniform
power consumption) has become a more important factor
in modern high-performance microprocessors. In processor
design, it is a well-known that off-chip memory access has a
large impact on both performance and power consumption.
On-chip memory is one solution for this problem, so that
many processors such as the Renesas SH-4 and some ARM
architecture type processors adopt on-chip memory, which
resides on the same layer as the cache memory. In this
study, the effectiveness of the on-chip memory in an SH-4
processor was quantitatively examined by directly measur-
ing the real power of the processor. For these experiments,
we proposed a method that made use of the on-chip memory
for power reduction. The experimental results show that the
optimization of data transfer using on-chip memory reduces
EDP(energy delay product) by up to 15.2%. As an extension
of on-chip memory, we have proposed an on-chip RAM ar-
chitecture called SCIMA (software controllable integrated
memory architecture) which enables DMA (direct memory
access) transfer to the on-chip memory. According to the
empirical data from the SH-4 processor, it was found that
the additional DMA transfer using SCIMA reduces EDP by
up to 26.3%.

1. Introduction

In recent years, the clock frequency of modern micro-
processors has been increased, due to advances in device
technology and architecture. However, a high clock fre-
quency causes extreme heat generation so that greater im-
provement of performance is prevented. Therefore, it is im-
portant to pursue improvement of performance related to
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power consumption (power performance), not only compu-
tational power.

In processor design, it is a well-known problem that the
off-chip memory access has a large impact on both perfor-
mance and power consumption. Modern processors have a
cache used to transfer data between the register and the main
memory. Cache utilization may reduce power consumption
due to the reduction of off-chip main memory access. How-
ever, the cache holds data that is automatically selected by
the hardware according to an access pattern. Furthermore,
the cache holds data in a fixed unit size. These limitations
cause useful data to drop from the cache and non-useful data
to be acquired from the main memory. Transfer of non-
useful data requires extra execution time, resulting in un-
necessary energy consumption. Use of an on-chip memory
is one solution to this problem. On-chip memory resides on
the same layer as the cache memory, and is accessed as a
part of the main memory. Many processors, such as the Re-
nesas SH-4 and some ARM architecture processors adopt
on-chip memory.

In this study, we quantitatively examine the effective-
ness of the on-chip memory by directly measuring the real
power of the processor. We then propose a method to use
on-chip memory for the power reduction. Utilizing on-chip
memory can improve power performance, because of soft-
ware controlled memory access. As an extension of the
on-chip memory, we have proposed an on-chip RAM ar-
chitecture called SCIMA (software controllable integrated
memory architecture) which enables DMA (direct memory
access) transfer to the on-chip memory. Power performance
improvement for this SCIMA architecture is then predicted
based on the experimental data.

The contributions of this paper are as follows:

• We quantitatively examine the effectiveness of the on-
chip memory in a real processor, SH-4, by directly
measuring the real power of the processor.



• We propose a method to make use of on-chip memory
for power reduction.

• We demonstrate that SCIMA can provide greater
power-performance improvement by addition of DMA
transfer from off-chip to on-chip memory.

Note that many quantitative evaluations of power perfor-
mance have been performed by simulation, but few have
been reported using real power measurements within pro-
cessor architecture research.

The next section provides an overview of on-chip mem-
ory architecture as the background of our research, in ad-
dition to a method for use of on-chip memory. Section 3
details the experimental settings used for the evaluation of
power performance of the SH-4 processor. The experimen-
tal results are given in section 4, and in section 5, improve-
ment of power performance is discussed with considera-
tion for the SH-4 processor with DMA as an assumption of
SCIMA. Concluding remarks and future work are described
in section 6.

2 Optimization of Power Performance with
On-Chip Memory

2.1 On-chip Memory Architecture

The on-chip memory is a type of memory located on
the same silicon chip as the processor core. Many on-
chip memory architectures have been proposed. We pro-
posed an on-chip memory architecture called SCIMA[6, 8].
SCIMA is an architecture which has SRAM on the same
memory hierarchy layer as the cache. Kogge et al. [12]
proposed a SIMD architecture called PIM (Processor-In-
Memory), that has a processing unit on the memory mod-
ule. Draper et al. [4] proposed to connect many PIM, in the
so-called Data-IntensiVe Architecture (DIVA). Patterson et
al.[10] proposed Intelligent RAM (IRAM), that has on-chip
DRAM. In addition, some production processors have on-
chip memory. For example, the L3 cache of a PowerPC pro-
cessor in BlueGene/L can be used as on-chip memory[1].
The Renesas SH-4 processor has an on-chip memory mode,
which allows half of the data cache to be reconfigured as
on-chip memory[11]. There are also several chips that store
intermediate data on the scratch pad memory[3, 14].

In this paper, we propose to optimize power performance
with on-chip memory that resides on the same layer as the
cache. The on-chip memory model is shown in Figure 1.
Efficient management of data transfers between the on-chip
memory and main memory decreases power consumption.
On-chip memory has the following advantages.

(1-1) By explicitly specifying the transferred data neces-
sary for computation, unexpected cache misses and
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Figure 1. On-chip memory model

non-useful data transfers caused by fixed cache line
size data transfer can be avoided.

(1-2) Prefetching the data transfer enables overlap with
computation by the DMA function, so that data trans-
fer time can be hidden as in cache prefetch.

On the other hand, there are disadvantages of the on-chip
memory, as follows:

(2-1) The requirement for software support to insert codes
for explicit data transfer.

(2-2) The data transfer codes may increase the number of
instructions.

To make use of on-chip memory, a programmer or com-
piler must insert data transfer instruction(s) explicitly.

2.2 Metrics of Power Performance

The power consumed in a processor can be divided
into two parts. One is static power consumption, which
is derived from leakage power consumption and is con-
sumed constantly. The other is dynamic power consump-
tion, which arises from switching activity on the bus and
memory, and is consumed when the processor is working.

In this paper, we define the power consumption in the
idle state as static power in order to simplify the discussion.
This is different from the above definition. For example,
although the power consumption in the clock line should
be classified as dynamic power consumption, according to
our definition, it is classified as static power consumption.
Therefore, static power consumption is defined as station-
ary consumed power, and the dynamic power consumption
is that after subtraction of static power from the working
power.

The total power consumption is defined by:



Eall = Pstatic ∗ t + Edynamic

where Pstatic is the static power, Edynamic is the dy-
namic energy, and t is working time.

Reduction of data transfer by optimizing memory access
results in a decrease of the switching activities of the bus
and memory modules. Therefore, optimization of mem-
ory access results in the reduction of dynamic power con-
sumption Edynamic. In addition, the improvement of per-
formance by (1-1) and (1-2); that is, shortening the work-
ing time t, can reduce the static power consumption Pstatic .
Therefore, it is expected that improved use of on-chip mem-
ory will enable reduction of power consumption.

The model used in this study is similar to the SCIMA
model. The power performance of SCIMA has already been
evaluated by simulation, and the effectiveness is reported in
[3, 7]. In this study, we examine the effectiveness of on-chip
memory usage with a real processor.

2.3 Optimization Methods for On-chip
Memory

In this subsection, methods to optimize programs for on-
chip memory on the same layer as the cache are presented.
The basic strategy of the optimization is similar to that for
the cache, which employs the concept of temporal locality.
The steps for optimization of on-chip memory are as fol-
lows:

1. Find data which can be re-used, and transfer the data
to the on-chip memory from the main memory.

2. Execute computation using data in the on-chip mem-
ory.

3. Restore dirty data from the on-chip memory to the
main memory.

If the data set size is larger than the on-chip memory size,
the data should be divided into several chunks of smaller
data.

Another possible optimization method is to hide the data
transfer time. If the on-chip memory supports Direct Mem-
ory Access (DMA) and it can be overlapped with the com-
putation, data pre-fetching can avoid stalling in the pipeline
by waiting for data transfer completion. In this situation,
performing software pipelining for data transfer and com-
putation is effective.

The optimizations are effective when the access pattern
for the main memory is predictable. It is difficult to opti-
mize unpredictable memory access, because it is not pos-
sible to specify data transfer instruction(s) at the program-
ming or compilation phase. Therefore, on-chip memory is

used only for memory access with a predictable access pat-
tern, and unpredictable memory access is performed by the
traditional cache.

In this work, the optimizations are coded manually by
hand. Fujita presented the automatic optimization by a com-
piler for SCIMA, which can be applied to our model. [5]

3 Experimental Setting

3.1 Target Processor

We have examined the power performance of the Re-
nesas SH7751R SH-4 32-bit super scalar RISC processor,
which is a commodity product. The SH7751R can use the
32 KB 2-way set associative data cache as 16 KB on-chip
memory and 16 KB direct map cache. There are two modes
in this processor: “OCR mode” (on-chip RAM mode) is
a mode where on-chip memory is available, and “CACHE
mode” is a mode where all the memory is used as a cache.
The detailed specifications for the SH4 on-chip memory are
provided in Table 1. In OCR mode, half of the data cache
is mapped on a specific address area. This area can be ac-
cessed by the move instruction and so on. A Hitachi Ultra
LSI system Solution Engine was used as the mother board
for the evaluation. The installed OS is Linux. Details of the
processor are given in Table 2.

3.2 Power Measurement Environment

A power measurement environment was built using a
Hall device, which measures the electric current on a con-
ducting wire by observing changes in the magnetic field.
Sensors were set on the ATX power supply output line, in-
put and output of a 3-terminal regulator. Two types of power
data can be obtained as follows:

CORE This is the power supplied to the SH-4 processor
core. It is measured at the output of the 3-terminal
regulator(1.5 V), which connects to the processor core.
This power is consumed at the registers, cache, on-chip
memory, and other processor core, except the chip I/O.

MEMORY&BUS This is the power for memory and I/O.
It is calculated by subtracting the 3-terminal regulator
input from the ATX 3.3 V output. This 3.3 V power
is supplied to the memory modules, the processor I/O

Table 1. SH4 (SH7751R) On-chip Memory
Mode D-Cache On-chip memory
CACHE mode 32 KB (2- way) 0 KB
OCR mode 16 KB (1-way) 16 KB
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Figure 2. Power Consumption from the Data
Scan Program

(bus), and other on board devices. Changes in power
consumption for these memory related devices are ob-
served from this power data.

The motherboard consumes ATX 5.0 V power. How-
ever, almost all of the power is consumed in unrelated de-
vices. Therefore, only the CORE and MEMORY&BUS are
discussed, not the ATX 5.0 V consumption.

3.3 Basic Power Characteristics

As a preliminary experiment, the power consumption
was measured by executing a simple data scan program.
The results are shown in Figure 2. The program sequentially
scans the data in the memory area , and repeats the scan by
gradually increasing the accessed area . Using this exper-
iment, we can observe the behavior of power consumption
related to the cache, because by gradually increasing the ac-
cess area a cache miss is eventually caused.

As shown in Figure 2, the program starts at approxi-
mately 0.2 seconds, and the CORE increases to approxi-
mately 360 mW. Initially, the MEMORY&BUS is main-

Table 2. Solution Engine detail
Name SuperH Solution Engine
Type MS7751RSE01
CPU SH7751R (SH-4) 240 MHz
Memory 64 MB SDRAM 60 MHz
I/O CompactFlash, IDE, etc
OS Linux 2.4.18
Compiler gcc 3.2.3

tained at 1.6 W. However, after 1.7 seconds, the MEM-
ORY&BUS increases to approximately 500 mW, and the
CORE decreases to approximately 15 mW. The MEM-
ORY&BUS is increased because cache misses occur fre-
quently, resulting in many off-chip memory accesses, and
the CORE is decreased due to the pipeline stall caused by
the wait for data transfer.

The program stopped at 5.3 seconds, and the processor
returned to idle state. At this time, the MEMORY&BUS
is approximately 2.3 W, which is very large compared to
the CORE 65 mW. This is due to the mother board used
for development, which has many additional devices that
constantly consume a large amount of power.

3.4 On-chip memory Optimization for
SH-4 On-chip Memory

For the SH-4, which has no DMA support from main
memory to on-chip memory, data transfer between the on-
chip memory and main memory is performed by transfer in-
structions. In addition to this, the instructions support only
transfer between registers and the main memory or registers
and the on-chip memory, so that transfer of data between the
on-chip memory and the main memory should occur via a
register. Furthermore, the size of the data transfer from the
main memory to the on-chip memory is fixed to 32 bytes on
the bus, because transferred data must go through the cache.
This may cause transfer of unnecessary data from the main
memory to the cache in the case of data transfers smaller
than 32 bytes.

In the experiment, we have optimized three programs:
matrix multiplication, NPB CG (sequential version) and
FFT. As shown in Table 1, the on-chip memory size is only
16 KB, which is half of the cache in CACHE mode. Con-
sequently, in some cases, not only on-chip memory but also
cache is used even in OCR mode.

3.4.1 Matrix Multiplication

We have optimized the matrix multiplication (MM) pro-
gram, expressed by C = A × B, where A, B and C are
square matrices of the same size, with on-chip memory.

In the traditional cache architecture, cache blocking (or
tiling) [9] is usually used to make the working set small
enough to fit the cache size and to improve the data locality.
However, unfortunate line conflicts may occur and degrade
performance. In matrix multiplication, data access to non-
contiguous addresses (row-ordered access to matrix B) may
cause line conflicts. Therefore, these line conflicts should
be avoided in order to obtain higher performance. Although
this problem is partially solved by the set associativity of
the cache, the data access pattern must be modified with
software to completely avoid these conflicts. However, such



optimization requires complicated programming to fit the
properties of the cache size, line size, associativity, etc.

In OCR mode, the data of matrices A, B and C are
blocked (as in the tiling transformation for cache). Next,
the portion of matrices A and B are transferred to on-chip
memory via registers. Therefore A and B do not cause
cache conflicts. A portion of C is transferred to the cache
to utilize the cache area. However, C has hardly any cache
line conflict because the cache is only used for matrix C.

A matrix size of 500×500 was used for these experi-
ments. The block size used in the blocking optimization
was selected with consideration for the capacity of the on-
chip memory or cache and the results obtained by the trial
run. The following block sizes were carefully selected:
36 × 36 for CACHE mode and 32 × 32 for OCR mode.

3.4.2 NPB Kernel CG

The second workload is the CG (Conjugate Gradient) kernel
of the NPB (NAS Parallel Benchmarks) [2]. This is a kernel
loop to compute the eigenvalues of a large-scale symmetric
random sparse matrix using the CG method. The kernel
consists of double-nested loops, which include the multipli-
cation of a sparse matrix and a vector. This part dominates
the total execution time.

To perform multiplication of a sparse matrix and dense
vector efficiently, the actual computation is expressed as
q =

∑
i(A(i)× p(colidx(i))), where q is an element of the

resultant vector, A is a packed array of non-zero elements of
the target matrix, colidx is an array for match-making be-
tween elements of the matrix and vector, and p is the target
vector. As for the data access characteristics , A and colidx
are sequentially accessed, whereas p is randomly accessed.

Because matrix A and colidx are sequentially accessed,
they have spatial locality. However, they do not have data
reusability. On the other hand, vector p has significant
reusability. Data access to A and colidx strongly degrades
the cache-hit ratio for data access of vector p, since it is
accessed randomly under capacity pressure on the cache.
To improve the cache-hit ratio for p, one solution is to use
cache blocking for p. By the application of blocking, vector
p is divided into several portions, and each portion is calcu-
lated with partial data of matrix A that is associated to that
portion. The elements of A and colidx can be pre-sorted
before multiplication to make a set of data that restricts the
data accesses of p to each block. This is possible because
the contents of A and colidx are never modified through
calculation in the CG method and this modification is only
required once in the entire calculation.

In OCR mode, the same blocking optimization can be
applied. The block of p is transferred to on-chip memory.
In CACHE mode, the cache miss caused by the random ac-
cess of vector p may degrade performance. However, in

OCR mode, such an unexpected data swap-out never occurs
and the reusability of vector p can be utilized. Each of the
blocks of A and colidx are transferred using only the cache.
There is the possibility that A and colidx are in conflict with
each other. However, the conflict may be insignificant, be-
cause the access patterns of these matrices are sequential.
Furthermore, the effect of cache miss is very small, because
these matrices have no reusability.

A problem size of class-W was used. With a problem
size of class-W, the size of the original (not-packed) matrix
is 7000×7000 and the sparsity (ratio of non-zero elements)
is approximately 1%. The block size of vector p is set at
1750 elements (elements of vector p are divided into four
portions). The optimal size was determined by trial run.

3.4.3 Fast Fourier Transform

The third workload is the Fast Fourier Transform (FFT).
The FFT is an algorithm used to compute the discrete
Fourier transform quickly, and is used for various purposes.
In this study, a three-dimensional double precision complex
FFT program was used.

The 3-D FFT is computed by data pair of each dimen-
sional axis. In this computation, stride memory access is
caused at two directions of the dimensional axis . The stride
access affects only 16 Bytes, which is smaller than the cache
line size. This fine grain data access is inefficient, because
half of the transferred data is non-useful data, and there-
fore unusable for the computation. To improve this prob-
lem, blocking optimization is applied for the sequential ad-
dress direction of both modes. The optimization packs data
to a coarse grain data size, which is larger than the cache
line size[13]. Cache line conflicts caused by stride memory
access can be improved by padding with non-useful data.
However, this padding is not a perfect solution for improve-
ment. In OCR mode, using on-chip memory clearly im-
proves the cache line conflicts. However, OCM mode has a
disadvantage because the on-chip memory size is half of the
cache in CACHE mode, so that the blocking size is reduced.

A data size of 64×64×64 was used, and repeated twice.
The block size used in the blocking optimization was se-
lected by preliminary experiment. The following data sizes
are selected: 16 for CACHE mode and 8 for OCR mode.

4 Power-Performance on SH-4

In this paper, the Energy Delay Product (EDP) was em-
ployed as an index of power performance. EDP is a widely
used index in the field of low power research. EDP is de-
fined by EDP = P × t× t, where P is average power, and
t is time.

The experimental results are shown as Table 3. The EDP
ratio, which is normalized by the EDP of CACHE mode, is



Table 3. Power-Performance of SH-4
Matrix Multiplication NPB CG 3D FFT
CACHE OCR CACHE OCR CACHE OCR

EDP CORE 35.5 31.4 761.0 699.8 2.892 2.561
(W ∗ sec2) MEMORY&BUS 207.0 181.0 4615 4258 17.10 14.38

Total 242.5 212.5 5376 4958 19.99 16.95
Edynamic CORE 2.848 2.675 14.16 13.48 0.826 0.801
(W ∗ sec) MEMORY&BUS 1.876 1.470 22.54 20.89 0.766 0.669

Total 4.723 4.145 36.70 34.36 1.592 1.471
Estatic CORE 0.621 0.585 2.781 2.681 0.177 0.164
(W ∗ sec) MEMORY&BUS 18.32 17.27 80.20 77.44 5.163 4.751

Total 18.94 17.86 82.98 80.13 5.340 4.915
Execution time (sec) 10.25 9.66 44.93 43.30 2.88 2.66

0

0.2

0.4

0.6

0.8

1

1.2

CACHE

mode

OCR

mode

CACHE

mode

OCR

mode

CACHE

mode

OCR

mode

Matrix Multiply NPB CG 3D FFT

E
D
P
 r
a
t
io

CORE

MEMORY&BUS

Figure 3. EDP Ratio of SH-4

shown as Figure 3. Figure 3 shows that EDPs are decreased
when using on-chip memory for any application. The EDP
is decreased to approximately 12.4% for MM, 7.4% for CG,
and 15.2% for FFT.

Table 3 shows that the dynamic power consumption
Edynamic is reduced in OCR mode for all applications. A
reduction of MEMORY&BUS was observed, which results
from the reduction of transferred data. It is expected that
this will effect an improvement of cache line conflicts. The
reduction of the CORE power is considered to be a result of
decreasing cache renewal caused by cache misses. A reduc-
tion of the EDP results from these effects and results in the
shortening of execution time.

The percentage of power reduction for Estatic is larger
than that for Edynamic. This is because of the larger static
power of the MEMORY&BUS, which is referred to in the
previous section. If a different production motherboard (not
the evaluation board) was used, the contribution to dynamic
power reduction would be larger, because the power con-
sumption of external devices would be smaller than the cur-

rent environment.

5 Discussion

5.1 Improvement of Power Performance
by SH-4 On-chip Memory

The experimental results show that utilizing on-chip
memory improves power performance for the SH-4 proces-
sor. Considering the number of execute instructions, OCR
mode may have some disadvantage for power consump-
tion, because the OCR mode requires extra instructions to
transfer data between the on-chip memory and main mem-
ory, and this causes an increase in the dynamic power con-
sumption of the CORE. However, Table 3 shows a power
consumption that is smaller than that of the CACHE mode
. This indicates that the OCR mode performs better than
CACHE mode, because off-chip memory access is reduced
and the program runs faster due to less off-chip memory
accesses.

The CORE dynamic power consumption shown in Fig-
ure 3 indicates that OCR mode has a lower value compared
with CACHE mode. The on-chip memory reduces non-
useful data transfer caused by cache misses. However, since
data transfer between on-chip memory and main memory
must go through the cache, the CORE power on OCR mode
should include power consumed at the cache. This indi-
cates the gain from removing non-useful data transfer ex-
ceeds the loss caused by passing the cache. As a result, the
OCR mode has better power-performance than the CACHE
mode.

It should be noted that the block size for the OCR mode
became smaller than the CACHE mode, because the size
of the on-chip memory is smaller than the full size of the
cache. For example, for MM, while the maximum block
size is 36 × 36 in in CACHE mode, it is only 32 × 32 in
OCR mode. That is approximately 79% of the block size



compared to the CACHE mode. For FFT, the OCR mode
has only 50% block size. This is unavoidable because suffi-
cient data size must be guaranteed for unpredictable mem-
ory access. However, the results of our experiments show
that using on-chip memory has sufficient benefits when ap-
propriately optimized.

5.2 Power Performance on SH-4 with
DMA

5.2.1 Assumption of SH-4 with DMA

As shown in the previous section, data transfer between the
on-chip memory and main memory must pass the cache and
register. This limitation forces the OCR mode to consume
more power by non-useful data transfer and execution of
pipeline stall caused by non-useful data transfer. In addi-
tion, passing via the registers may obstruct the computa-
tion. It is expected that the adaptation of a DMA controller
for on-chip memory will avoid these problems.

DMA support removes the obstructing computations,
and enables the overlap of computations with data trans-
fer in some situations. That is, it can be used in software
pipelining. This is not only advantageous, but it also al-
lows selection of data granularity and flexible transfer of
data. Coarse grain data transfer can reduce the data transfer
overhead, and fine grain data transfer reduces non-useful
data transfer. These advantages might reduce power con-
sumption through the reduction of data transfer and cause
shorter execution time. The power performance using FFT
was investigated under the assumption that DMA support is
available for the SH-4 processor.

5.2.2 Assumption and Method

We assumed DMA support for the SH4 (SH7751R) pro-
cessor, and DMA supports direct data transfer between the
on-chip memory and main memory with block stride data
transfer. Preliminary examination confirmed the data trans-
fer time was sufficiently shorter than the computation time
for the FFT program. Therefore the program was optimized
by software pipelining. For pipelining, the on-chip memory
is divided into two portions, which are alternately used for
computation or transfer. This optimization makes the block
size small, and it is only “2”. The rate of pipelined data
transfer is shown as:

5 ∗ NX ∗ log2 NX ∗ (NY − NBLK ∗ 2) ∗ NZ+
5 ∗ NY ∗ log2 NY ∗ (NX − NBLK ∗ 2) ∗ NZ+
5 ∗ NZ ∗ log2 NZ ∗ (NX − NBLK ∗ 2) ∗ NY

5 ∗ NX ∗ NY ∗ NZ ∗ log2(NX ∗ NY ∗ NZ)

where the element size is NX ×NY ×NZ , and the block
size is NBLK .
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Figure 4. EDP Ratio of SH-4 with DMA

This equation shows that 93.75% of data transfer can be
pipelined for this evaluation. Power performance is calcu-
lated by this ratio and the evaluation results of the actual
SH-4 processor. We assume that the static power consump-
tion can be reduced by shortening the execution time, which
is enabled by software pipelining. The time required for
data transfer on the SH-4 processor with DMA is calculated
by the time difference between the pipelined program and
the program without data transfer.

5.2.3 Results

The calculated EDP ratio is shown as Figure 3. The figure
shows that OCR mode with adopted DMA decreases EDP
by 26.3% compared with the CACHE mode, and by 13.1%
EDP compared with OCR mode without DMA. As this es-
timation does not regard the influence of memory traffic re-
duction caused by variable grain data transfer, the power
consumption for a real DMA is expected to be smaller than
this result.

The result of the evaluation is worse than that for the
SCIMA results. The SCIMA evaluation shows a 70%
decrement of EDP for NPB CG [7], which is a larger effect
than the result in this study. This is because SCIMA has a
larger number of cache / on-chip memory way than SH-4
processor and it can switch every way to on-chip memory
or cache. It reduces the disadvantage of OCR mode in SH-4
processor.

The technique of cache prefetching can achieve a similar
efficiency to software pipelining for the on-chip memory.
Cache prefetching can also reduce EDP in CACHE mode.
However, to prefetch data precisely, it is necessary to exe-
cute the prefetch instruction with accurate timing. Poor ex-
ecution may eliminate prefetched data from the cache, and
a grain of data transfer is fixed to the cache line size. There-
fore, we propose that use of an on-chip memory has more



advantages than cache prefetch for power performance im-
provement.

6 Conclusion

In this paper, we have presented an empirical study for
the optimization of power performance with an on-chip
memory. We have proposed a method to make use of on-
chip memory and quantitatively examined the effectiveness
of the on-chip memory in a SH-4 processor by directly mea-
suring the real power usage of the processor, The experi-
mental results show that utilizing on-chip memory enables
optimum data transfer, and reduces EDP by up to approx-
imately 15.2%. According to our empirical evaluation of
the SH-4 processor, we evaluate the effectiveness of DMA
transfer between the on-chip memory and main memory.
It was found that DMA transfer can reduce EDP by up to
26.3%.

Future work will include the investigation of other recent
processors. Currently, we are planning to make a detailed
examination of the SH-4A processor, which is a new pro-
cessor that has DMA supported on-chip memory.
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