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Abstract

We discuss the inter-process communication in software distributed shared memory (S-DSM) systems. Some S-DSM systems, such as TreadMarks and JIAJIA, adopt the user datagram protocol (UDP) which does not provide the reliable communication between the computation nodes. To detect and recover from a communication error, therefore, an acknowledgment (ACK) is used for every message transmission in the middleware layer.

In this paper, firstly, we show that an acknowledgement is not necessarily required per one message transmission in the middleware layer. Secondly, the method to reduce the acknowledgement overhead for a page request is proposed.

We implemented the proposed method in our S-DSM system Mocha. The performance of the method was measured with several benchmark programs. We show that Matrix Multiply (MM) of high page transfer frequency achieves a drastic speedup as much as 92% for a 16-node PC cluster, compared with the conventional communication method of not omitting the acknowledgment.

1 Introduction

As an environment for parallel computation, cluster systems using general-purpose personal computers (PC clusters) are becoming popular. Because a PC cluster has no shared memory, the message passing model is used to develop applications in many cases. On the other hand, the shared memory is an attractive programming model for parallel computers. Software distributed shared memory (S-DSM) has been proposed to realize virtual shared memory on a PC cluster as the middleware layer software. Since the proposal of S-DSM, several systems[1, 2, 3, 4] have been implemented.

Some S-DSM systems, such as TreadMarks and JIAJIA, adopt the user datagram protocol (UDP) which does not provide the reliable communication between the computation nodes. To detect and recover from a communication error, therefore, an acknowledgment (ACK) is used for every message transmission in the middleware layer.

This paper discusses a technique to improve the S-DSM performance on a PC cluster. Since the S-DSM system using the UDP does not always need an acknowledgment for every message transmission, we propose a method of reducing the acknowledgment overhead. By implementing the proposed method on a S-DSM Mocha, which is now under development, we verify its effectiveness.

The rest of this paper is organized as follows. Section 2 describes the idea of the acknowledgement omission. Section 3 is the proposal and section 4 describes the implementation issues. Section 5 reports our quantitative evaluation results. Section 6 is a discussion and section 7 contains some concluding remarks.

2 Omission of Acknowledgment Messages

Figure 1(a) shows how three messages, Msg-1, Msg-2, and Msg-3, are sent from node 1 to node 2. This is an example of general S-DSM communication. When the messages are received, node 2 on the receiving side immediately returns acknowledgment (ACK) messages ACK-1, ACK-2, and ACK-3 respectively.

Figure 1(b) shows a communication without acknowledgment. If all transmitted messages are received without
error, the acknowledgment costs can be reduced as shown in (b). Omitting all acknowledgment messages means cutting the general send-receive message count by one-half. This is expected to enhance the communication performance, especially in applications with frequent messages. In the UDP communication, however, an error occurs by a certain frequency. The example of errors are shown in Figure (c) and (d). Msg-2 does not reach the destination node in (c), and the order of Msg-2 and Msg-3 cannot be guaranteed in (d). Despite these communication errors, S-DSM systems should be constructed to operate correctly.

As shown in Figure 1(b), this paper is aimed at improving the S-DSM performance by omitting the acknowledgment messages. Note that the idea of acknowledgment omission is not novel. For example, reference [6] discusses a technique of omitting acknowledgments in the client-server model. Figure 2 is the communication used in this discussion. An acknowledgment for the request can be omitted by using a reply as its acknowledgment. Also an acknowledgment for the reply shown as the broken line in Figure 2(b) can be omitted depending on the properties of the reply.

In this study, the concept of acknowledgment omission in the client-server model is applied to the field of S-DSM for the first time. We discuss the implementation issues and verify the performance improvement.

3 Proposal of a Method to Omit Acknowledgment

3.1 Mocha: Yet Another S-DSM System

Mocha is a S-DSM system being constructed for the following two purposes: (1) It offers a S-DSM system easy to use as a parallel processing environment. (2) It achieves good performance especially for a PC cluster of many computation nodes.

Mocha is strongly affected by JIAJIA and a Mocha application is written by using an API similar to that of JIAJIA. Most JIAJIA applications run on Mocha without modification.

Mocha Version 0.2 used for evaluation in this paper manages shared memory in units of 8-KB pages. Mocha is a home based S-DSM where each page is assigned to a node (referred to a home node) according to the user specification. Home migration is not implemented in the current version of Mocha. Mocha Version 0.2 adopts the scope consistency[6].

Figure 3 is the list of message types used by Mocha Version 0.2.

Figure 3. The list of message types used by Mocha Version 0.2.

Figure 4. (a) The behavior of a page request. (b) Page request without acknowledgement.

Figure 4. (a) The behavior of a page request. (b) Page request without acknowledgement.
GETP message corresponding to the page request and transmits it to node 2. On receiving this message, node 2 returns an acknowledgment (ACK) message as a reply. To meet the page request, node 2 then calls the getpserver function. This function packs the necessary page information in a GETPGRANT message and sends it to node 1. On receiving the GETPGRANT message, node 1 calls the corresponding getpgrantserver function. This function stores the received page information in an appropriate memory area and resets the global variable to terminate the getpage function. The getpage function waits in a busy wait state for the page to arrive. When GETPGRANT arrives, the getpage function exits from the busy wait state and continues the application processing.

The getpage function sends a GETP message and waits in a busy wait state. In this kind of page request processing flow, we propose the method of omitting acknowledgment. The exit of the getpage function from the busy wait state guarantees that no communication errors occurred in the two messages of GETP and GETPGRANT. If the function did not receive the GETPGRANT message within the timeout limit in the busy wait state, a communication error might have occurred. In this case, the GETP message is sent again and the system waits for the GETPGRANT message. The system should be designed to have no problems, even if the same message of GETP or GETPGRANT arrives several times. Using the GETPGRANT as an acknowledgement of GETP, acknowledgment of GETP or GETPGRANT can be omitted as shown in Figure 4(b).

Figure 5 shows the pseudo-code of the original getpage for which the acknowledgment is not omitted. The while loop in Line 6 finishes when the global variable getpwait has been reset or a timeout has occurred.

```c
1 void getpage(address_t addr){
2    getpwait=1;
3    generate_message(OP_GETP, addr);
4    send_message();
5    while(getpwait); /* busy wait */
6 }  
```

Figure 6. The pseudo-code of the function getpage to be implemented in the proposed method. The while loop in Line 6 finishes when the global variable getpwait has been reset or a timeout has occurred.

```c
1 void getpage(address_t addr){
2    getpwait=1;
3    for(i=0; i<GETPAGE_MAX_RETRY; i++){  
4        generate_message(OP_GETP, addr);
5        send_message();
6        while(not_timeout() && getpwait); /* busy wait */
7        if(getpwait==0) break;
8    }  
9 }  
```

Figure 7. The pseudo-code of the message transmission function send_one_message.

for which the acknowledgment is not omitted. Line 2 sets the global variable getpwait, Line 3 generates a page request message, and Line 4 transmits the generated message. When a message corresponding to the request arrives, the received page is stored appropriately and the global variable getpwait is reset. This finishes the while loop in Line 5 and terminates the page request function getpage.

Figure 6 is the pseudo-code of the function getpage to be implemented in the proposed method. The while-loop in Line 6 finishes when the global variable getpwait has been reset or a timeout event has occurred. If the variable getpwait equals to zero in Line 7, the getpage is terminated because the requested page is assumed to have been received. Otherwise, the for-loop from Line 3 transmits the page request message again.

### 4 Implementation

This section discusses the implementation of the acknowledgment omission method discussed in the previous section.

To identify a message type, the S-DSM system Mocha uses a char-type variable of 8 bits. As summarized in Figure 3, however, not all of the 8 bits are used because the message types are not more than 20. Therefore, the lower-order 7 bits are used to indicate a message type and the highest-order bit is used as a flag to indicate whether the message requires acknowledgment. This bit is called the reliable_msg_flag. The system sends an acknowledgment only when reliable_msg_flag is set.

Figure 7 shows the pseudo-code of the message transmission function send_one_message. If the message is GETP or GETPGRANT (Line 4 and 5), the reliable_msg_flag is set. In Line 6, the sendto in Line 9 transmits the message. If the reliable_msg_flag is set, the return in Line 10 can terminate the transmission function immediately and start the next processing because there is no need to wait for the acknowledgment. Otherwise, it is necessary
to wait for the acknowledgment message. The while loop from Line 12 to Line 15 waits for the acknowledgment and then terminates the send_one_message function.

The message receiving section checks the reliable_msg_flag of the received message. Like the conventional system, the system transmits an acknowledgment message only when this flag is set.

We use the code shown in Figure 6 as getpage function to transmit a page request message (GETP). As a result of the parameter adjustment, the timeout interval is set to 50 ms. Therefore, if a page request message is sent again by a communication error, the overhead of 50ms is imposed on a system.

5 Evaluation of the Proposed Method

This section evaluates the performance of the proposed method by using the S-DSM system called Mocha, whose implementation was discussed in Section 4. A Mocha system that does not use the proposed method is called the Mocha base here.

5.1 Evaluation Environment

For the evaluation, we use a 16-node PC cluster where 16 personal computers are connected with a gigabit ethernet switch. Each node is an SMP (symmetric multi-processor) type computer with two processors of Intel Pentium 4 Xeon (2.8 GHz) and 1 GB memory. The system software of the cluster is SCore 5.6.1 constructed on RedHat Linux 7.3.

Although each node is an SMP computer, the data shown in this paper was obtained with the configuration running one process per each node. The execution time of each benchmark program is calculated by the arithmetic mean of three measurements.

5.2 Benchmark Programs

As the benchmark programs, we use N-queens[7], LU (parallel dense blocked LU factorization, no pivoting), Water (N-body molecular simulation), SOR (Red-Black Successive Over-Relaxation) and MM (Matrix Multiply). The binary of the benchmark programs is generated using GCC version 2.96 compiler with the optimization option O2.

As a parameter of N-queens, the problem size N=17 and the task allocation size of 8 is used. The elapsed time of the sequential version is 55 second.

As a parameter of LU, the matrix size of 1024×1024, and the block size of 8 is used. The element of the matrix is double precision. The elapsed time of the sequential version is 267 second.

As a parameter of Water, the number of particles is 1000. The elapsed time of the sequential version is 7.7 second.

As a parameter of SOR, the matrix size of M=4096 and N=4096, iterations=400 is used. The elapsed time of the sequential version is 98.1 second.

As a parameter of MM, the matrix size of 2048×2048 is used. The element of the matrix is double precision. The elapsed time of the sequential version is 39.7 second.

5.3 Performance Improvement

Figures 8 to 12 summarize the results with the number of nodes on the x-axis and the speedup on the y-axis. The speedup is normalized by the elapsed time of JIAJIA single node. There are results for JIAJIA Version 2.2, TreadMarks Version 1.0.3.3-BETA (in Figures 11 and 12 only), and Mocha using the proposed method of omitting the acknowledgment (Mocha) and not omitting the acknowledgment (Mocha base).

The N-queens benchmark result is shown in Figure 8. The speedup on the 16-node configuration is 10.3 for JIAJIA and 11.1 for Mocha. The Mocha is 13% faster than the JIAJIA on the 16-node configuration.

The LU benchmark result is shown in Figure 9. Since the traffic in LU is small compared with the calculation, an ideal speedup is achieved by increasing the number of nodes in every S-DSM system.

The Water benchmark result is shown in Figure 10. The speedup on the 16-node configuration is 6.0 for JIAJIA and 8.9 for Mocha. The Mocha is 13% faster than the JIAJIA on the 16-node configuration.

The LU benchmark result is shown in Figure 9. Since the traffic in LU is small compared with the calculation, an ideal speedup is achieved by increasing the number of nodes in every S-DSM system.

The Water benchmark result is shown in Figure 10. The speedup on the 16-node configuration is 6.0 for JIAJIA and 8.9 for Mocha. The Mocha is 49% faster than the JIAJIA on the 16-node configuration. The Mocha base is slower than JIAJIA. The Mocha is 54% faster than the Mocha base on the 16-node configuration. Mocha using the proposed method is advantageous especially where there are many nodes.

The SOR benchmark result is shown in Figure 11. The speedup on the 16-node configuration is 10.3 for JIAJIA and 12.3 for Mocha. The Mocha is 19% faster than the JIAJIA on the 16-node configuration.
Figure 9. The performance comparison of the S-DSM systems. Benchmark is LU. The speedup is normalized by the elapsed time of JIAJIA single node.

Figure 10. The performance comparison of the S-DSM systems. Benchmark is Water. The speedup is normalized by the elapsed time of JIAJIA single node.

Figure 11. The performance comparison of the S-DSM systems. Benchmark is SOR. The speedup is normalized by the elapsed time of JIAJIA single node.

Figure 12. The performance comparison of the S-DSM systems. Benchmark is MM. The speedup is normalized by the elapsed time of JIAJIA single node.
Table 1. The number of communication errors per second of a PC cluster.

<table>
<thead>
<tr>
<th>benchmark</th>
<th>2 node</th>
<th>4 node</th>
<th>8 node</th>
<th>16 node</th>
</tr>
</thead>
<tbody>
<tr>
<td>N-queens</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>LU</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>Water</td>
<td>0.0</td>
<td>111</td>
<td>692</td>
<td>1,360</td>
</tr>
<tr>
<td>SOR</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>MM</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
</tbody>
</table>

The MM benchmark result is shown in Figure 12. In MM execution, the message GETP and GETPGRANT account for most of the elapsed time of all communications. Therefore, the proposed method of reducing the overhead for the page request produces remarkable effects. The conventional system, JIAJIA 2.2, and the Mocha base do not show performance improvement where the configuration of more than 8 nodes. TreadMarks makes the slower performance improvement. Even on the 16-node configuration, however, Mocha using the proposed method keeps the highest performance improvement and achieves a speedup as large as 9.7. Compared with the 16-node Mocha base, the 16-node Mocha achieves a speedup as large as 92%.

From the evaluation results in this section, the following conclusion can be obtained. Mocha using the proposed method achieves high performance in all benchmark programs except for LU, which had already attained the ideal speedup. Especially in a benchmark of a high page transfer frequency, such as MM, Mocha achieves a drastic speedup as much as 92% on the 16-node configuration, compared with the conventional communication method of not omitting the acknowledgement.

5.4 Communication Error Frequency

Table 1 summarizes the number of errors in all communications on the S-DSM system of the Mocha base, which does not use the proposed method. The sum of the communication errors at all nodes was divided by the benchmark elapsed time to calculate the number of errors of the entire PC cluster per second (the average of three measurements).

From Table 1, we see that communication errors occur only in the SOR benchmark. In SOR, the communication errors become more frequent as the number of nodes increases. On the 16-node configuration, 1,360 errors occur per second.

When a similar measurement was made with Mocha using the proposed method, the number of communication error was zero in all benchmark including SOR. The proposed method reduces the communication of the acknowledgment. This might have eased traffic and reduced the communication errors.

We measured the communication error frequency of a S-DSM system on a PC cluster. We clarified that the communication error frequency was very low and that using the proposed method could greatly reduce the communication errors.

6 Discussion

6.1 Omission of Acknowledgment for the Wait

We discussed a method of omitting acknowledgment for page request and its implementation. As another type of communication processing, this section discusses a method of omitting acknowledgment in the wait process. Unlike barrier process, the wait does not include the process of the memory consistency.

Figure 13 shows the wait process at three nodes from node 1 to node 3. To simplify the figure, the wait and waitgrantserver functions of node 3 are omitted. In this figure, node 1 is the server that manages the wait. Node 2 and node 3 send a WAIT message to the server. The server counts the number of the WAIT arrivals. If the server receives WAITs from every node, it end the wait and broadcasts WAITGRANT to continue the application processing. The nodes other than the server send a WAIT and wait for WAITGRANT in a busy wait state. On receiving WAITGRANT, each node calls the waitgrantserver function, exits from the busy wait state, and continues the application processing.

The page request proceeds with the communication between one client and one server. In contrast, the wait is different in that more than one client accesses a single server. The wait process can be realized in the collection of client-server communications. In the implementation, however, WAITGRANT may be received a long time after WAIT is sent because of the processing dispersion between nodes. It is then difficult to distinguish a timeout in waiting for WAITGRANT and a timeout by a communication error. Sending WAIT several times not for a communication error produces new communication overhead. Therefore, the method of omitting the acknowledgment in the wait and
other communication requires a detailed study that considers the tradeoff of the new communication overhead.

6.2 Other Methods of Omitting the Acknowledgment

By using the characteristic that the page request can be handled as server-client processing as shown in Figure 2, we proposed and evaluated a method of omitting the acknowledgment for a page request in S-DSM.

In general, the message receiving side checks a sequential number on a message. If the number is different from the expected value, a communication error is detected and error recovery is attempted. This simple error detection method, using a sequential number, may cause a great discrepancy between the error occurrence time and the error detection time and thus makes error recovery difficult.

Another method is to transmit one acknowledgment message for $n$ messages received. By increasing the value of $n$, most of the acknowledgment overhead can be eliminated. Even when this method is used, however, it is difficult to solve the problem of the great discrepancy between the error occurrence time and the error detection time.

As a result of studying these candidates, we selected and proposed the method comparatively effective and easy to implement.

7 Conclusions

This paper discussed a technique to improve the S-DSM performance on a PC cluster. For communication between computation nodes in a PC cluster, TreadMarks, JIAJIA, JUMP and several other S-DSM systems use the UDP which does not provide the reliable communication between the nodes. To detect and recover from a communication error, therefore, an acknowledgment is used for every message transmission in the middleware layer.

Since the S-DSM system using the UDP does not always need an acknowledgment for every message transmission, we proposed a method of reducing the acknowledgment overhead for a page request and discussed its implementation.

We implemented the proposed method on our S-DSM system Mocha. The performance was measured with several benchmark programs. From the evaluation results in this section, the following conclusion can be obtained. Mocha using the proposed method achieves high performance in all benchmark programs except for LU, which had already attained the ideal speedup. Especially in a benchmark of high page transfer frequency, such as MM, Mocha achieves a drastic speedup as much as 92% on the 16-node configuration, compared with the conventional communication method of not omitting the acknowledgement.
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