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Abstract

An FPGA (Field Programmable Gate Array) is an integrated circuit on which developers can implement their custom circuits. Since the design of soft processors, which are processors implemented on FPGAs, can be modified more flexibly than conventional processors, soft processors are widely used for embedded applications. They often contain a cache system to achieve faster access speed than the external DRAM. Because the resources on an FPGA are limited, high performance cache with fewer resources for FPGA soft processors has been required.

Conventional approaches to improve cache performance are following: larger cache capacity and higher associativity. These approaches work effectively in many cases, however, cache conflicts occur frequently in some applications because the best cache configuration depends on application characteristics. In order to mitigate these conflicts, I propose a cache system on an FPGA soft processor which selects the suitable number of cache lines depending on an application. The proposed system uses Arbitrary Modulus Indexing (AMI) to implement non-power-of-2 cache lines and reduce cache conflicts.

To evaluate the performance of the proposed cache system, I propose and develop an IBM PC compatible SoC on an FPGA where hardware developers can evaluate their custom architectures. The SoC has an x86 soft core processor which can run general purpose operating systems. The proposed system runs on FPGAs of two major vendors, i.e. Xilinx and Altera, and the SoC is released as open-source. Therefore this SoC can be widely used for learning computer systems.

I evaluate the proposed cache system on the proposed SoC. In the evaluation, the proposed SoC is implemented on Terasic’s Altera DE2-115 FPGA board, and boots Tiny Core 5.3, which is a distribution of Linux. The SPEC CPU2000 INT benchmark is used to evaluate
the system performance. I show that the proposed cache system with AMI-based functions reduces miss rate significantly with low hardware overhead.
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Chapter 1

Introduction

An FPGA (Field Programmable Gate Array) is an integrated circuit on which developers can implement their custom circuits. A processor is often implemented on FPGAs in order to run applications, control the whole system, and so on. This processor can change their function with rewriting HDL source code like software, hence called a soft processor.

The design of soft processors can be modified more flexibly than conventional processors. Because of this versatility, soft processors are widely used for embedded applications. Soft processors generally use an external DRAM as the main memory. Since soft processors can run much faster than the external DRAM, they often contain a cache system to provide faster access speed. A cache system is implemented on the embedded memory in an FPGA. While the embedded memory support very fast access speed, its capacity is much less than the capacity of external DRAM. Therefore high performance cache with fewer resources for FPGA soft processors has been required.

Conventional approaches to improve cache performance are following: larger cache capacity and higher associativity. Although the larger cache capacity is the most stable approach to improve cache performance, the amount of required embedded memory significantly increases. The higher associativity, which improves the performance in many cases, increases the latency, and has the disadvantage of larger logic circuits. While these approaches may work effectively in many cases, cache conflicts occur frequently in some applications because the best cache configuration depends on application characteristics. Consequently, optimization with an application-specific cache is required.
Chapter 1. Introduction

In order to reduce conflicts, non-power-of-2 indexing functions have been studied [1] [2]. In general, a division circuit is costly to be implemented, and hence it has not been used for conventional cache systems. However, Diamond et al. proposed Arbitrary Modulus Indexing (AMI), which is a method to generate non-power-of-2 indexing functions with low hardware cost, and achieved the improvement of GPU performance [1].

I propose a cache system on an FPGA soft processor which selects the suitable number of cache lines depending on an application. The proposed system uses AMI to implement non-power-of-2 cache lines. The system can reduce cache conflicts, and thus improve the system performance.

To evaluate the performance of the proposed cache system, I propose and develop Frix, which is an IBM PC compatible SoC on an FPGA where hardware developers can evaluate their custom architectures. Frix has an x86 soft processor, and can boot general-purpose operating systems (NOT embedded OSs). Frix can be implemented on two major vendors’ FPGA board: Altera DE2-115, Xilinx Nexys4 and Xilinx Nexys 4 DDR. The most parts of the system are written in Verilog HDL, and vendor-dependent IP cores are not used in the main function. Therefore this SoC can be widely used for learning computer systems or evaluating the system performance.

I evaluate the AMI-based cache systems on Frix. In the evaluation, Frix is implemented on Terasic’s Altera DE2-115 FPGA board, and boots Tiny Core 5.3, which is a distribution of Linux. The SPEC CPU2000 INT benchmark is used to evaluate the system performance.

The rest of this papers is organized as follows, Chapter 2 describes the research background, Chapter 3 introduces my proposal: AMI-based cache system, Chapter 4 also introduces Frix, Chapter 5 represents the usability of Frix for computer research and the efficiency of AMI-based cache system, and finally Chapter 6 summarizes this paper.
Chapter 2

Background: Cache Architecture

This chapter describes research background. Overall cache architecture is detailed in Section 2.1. Section 2.2 specifies cache conflicts, and represents conventional approaches to reduce cache conflicts. Section 2.3 represents related work for reducing cache conflicts.

2.1 Overall Architecture

A cache is a memory system placed on a higher level of memory hierarchy in a processor. It has a set of memory blocks called cache lines, and data in the main memory are copied into cache lines. Since the behavior of caches is concealed, programmers can use the fast memory unconsciously.

Figure 2.1 shows an architecture of a cache with \( M \) cache lines. When a memory access occurs, its address is divided by \( M \). The quotient and the remainder of division are called tag and index, respectively. The index, which gets the value from 0 to \( M - 1 \), defines a cache line in which the data will be stored. In order to restore the original address with index, the tag is stored in the cache line. Although a cache can be implemented with an easy division, however, the division circuit by \( M \) is still a costly implementation.

By contrast, when \( M = 2^n \) and \( n \) is a positive number, a cache can be implemented with less hardware cost. Figure 2.2 shows an architecture of a cache with \( 2^n \) cache lines. In this implementation, the index and the tag are calculated with simple bit selection. Since the division by power-of-2 value is suitable for hardware, a conventional cache employs \( 2^n \) cache
2.2 Cache Conflicts

When requested data is not found in a cache, the cache needs to fetch the data from the main memory. This is called a cache miss. In order to improve system performance, cache misses should be reduced.

Cache misses are classified into three categories: compulsory, capacity, and conflict. A compulsory miss occurs when a processor first requests data in the main memory. Since the first requested data is not stored in a cache at all, the compulsory miss occurs no matter how
well a cache is designed. A capacity miss occurs when cache capacity is less than the memory capacity needed to execute an application. In order to reduce the capacity miss, cache capacity needs to increase. A conflict miss occurs when two different data are stored in the same cache line. When a cache has $2^n$ cache lines, the same $n$-bit indices from two different addresses cause a conflict miss. This conflict of indices is called a cache conflict. The purpose of this research is to reduce cache conflicts for better system performance.

Larger cache capacity is one of the conventional approach to reduce cache conflicts. Figure 2.3 shows an example of the larger cache capacity. In this example, the number of cache lines increases from 4 to 8. The conflict caused by the same 2-bit indices may not occur with the 3-bit indices. Therefore, the larger cache capacity can reduce some conflicts.

Higher associativity is another conventional approach to reduce cache conflicts. In the simplest cache introduced in the Section 2.1, the address of a memory access determines a cache line where the data will be stored. The higher associativity increases candidates of the cache lines corresponding to the data, and contributes to reduce conflicts.

A cache with higher associativity is particularly called a set associative cache. A set associative cache divides cache lines into some different groups. A group of cache lines is called a way. When a memory access occurs, the address is divided by the number of cache lines on each way, and the index determines the corresponding cache lines. A group of these corresponding cache lines are called a set. In a set associative cache, each way has a corresponding
cache line to the memory access. Hence, since the number of the candidates is the same as the number of ways, the higher associativity reduces conflicts.

Figure 2.4 shows four different associativities when the number of cache lines is fixed to 8. Associativities of (a), (b), (c) and (d) are 1, 2, 4 and 8, respectively. When associativity is 1, an address directly determines the corresponding cache line, and thus this cache is especially called a direct mapped cache. In a direct mapped cache, the cost of implementation is very low, but this cache tends to occur many conflicts. On the other hand, when the number of cache lines is the same as the associativity like (d), the cache is called a fully associative cache. In a fully associative cache, data can be stored in any cache lines, and hence there are almost no conflicts. However, the implementation cost is too hard. In a modern cache system in Intel Core i7, the associativity gets values from 4 to 16 [3]. The tradeoff between the performance and the implementation cost determines the associativity.
Though both of these approaches can reduce cache conflicts in many cases, however, cache conflicts occur frequently in some applications because the best cache configuration depends on application characteristics. Therefore optimization with an application-specific cache is required.

2.3 Related Work: Methods with Hash Functions

In order to reduce cache conflicts, methods to generate indices with hash functions have been studied. In general, cache index $I$ of address $A$ is calculated as $I = A \mod D$. $D$ means the number of cache lines. In the calculation with hash functions, the index is calculated as $I = H(A)$. $H$ means a hash function which maps $A$ to $I$, $(0 \leq I \leq D - 1)$. Many methods have been proposed such as a bit selection [4] and calculations with exclusive OR [5] or rotation [6]. A heuristic algorithm to determine hash functions is also proposed [7]. This algorithm uses memory traces of the application to determine a good hash function. Skewed-associative cache [5] and ZCache [8] are methods for set associative caches and these methods also use hash functions.

Though these approaches are effective, cache conflicts still occur frequently because a cache is composed of power-of-2 cache lines. Moreover, the suitable hash function also depends on application characteristics. In this research, I propose a cache system which selects the suitable number of cache lines to avoid more conflicts.
Chapter 3

Proposal: AMI-Based Cache System

In this chapter, I propose an AMI-based cache system. Section 3.1 describes my research background, called Arbitrary Modulus Indexing (AMI) [1]. AMI is a method to implement a cache with non-power-of-2 cache lines with low hardware cost. Section 3.2 describes the design of AMI-based cache systems.

3.1 Arbitrary Modulus Indexing

Arbitrary Modulus Indexing (AMI) [1] is a method to implement indexing with arbitrary moduli. The basic idea of AMI is the multiplication by the reciprocal, instead of calculating the division. This calculation is easily integrated into circuits. Furthermore, circuit implementation with AMI has the advantage of low hardware cost.

I demonstrate generating an indexing function with AMI for a cache system with 255 cache lines. When the address $A = abcd_{256}$ is given, in order to compute $A/255$, AMI multiplies $A$ by the constant $1/255$. The constant $1/255$ can be expressed as follows:

$$1/255 = \frac{1}{11111111_2}$$
$$= 0.000000100000001..._2$$
$$= 0.11..._{256}$$
$$= 0.\overline{1}_{256}$$
A = 0xabcdefff
---------------------------------
ab + cd = 178 ...(1)
1 + 78 + ef = 168 ...(2)
1 + 68 + ff = 168 ...(3)
1 + 68 = 69 ...(4)
---------------------------------
0xabcdefff mod 255 = 0x69

Figure 3.1: Calculation of 0xabcdefff mod 255

Then, AMI multiplies A by 1/255. This can also be expressed as follows:

\[
A \times (1/255) = \underbrace{abcd_{256} \times 0.1_{256}}_{\text{abc.d + ab.cd + abcd + ...}} = \underbrace{aaa.a... + bb.b... + c.c... + 0.d...}_{\text{aaa.\overline{a} + bb.\overline{b} + c.\overline{c} + 0.\overline{d}}} = DIV.\overline{R}
\]

The cache tag (TAG) is obtained by \(\text{floor}(DIV.\overline{R}) = DIV\), and the cache index (IDX) is also obtained by \(\text{frac}(DIV.\overline{R}) \times 255 = 0.\overline{R}/(1/255) = 0.\overline{R}/(0.\overline{1}) = R\). Hence, with the circuit calculating \(DIV.\overline{R}\), the indexing function for the cache system with 255 cache lines can be implemented.

The circuit calculating \(DIV.\overline{R}\) is implemented as several adders but needs carries to be connected properly. Since the \(0.\overline{R}\) is equal to \(0.\overline{a} + 0.\overline{b} + 0.\overline{c} + 0.\overline{d}\), the adders calculate \(a + b + c + d\). In this case, the \(a\) and \(b\) are 8-bit values, and accordingly the result of \(a + b\) is 8-bit sum and 1-bit carry. The special calculation to obtain the \(0.\overline{R}\) is only to use the output carry of the previous addition as the next input carry.

Figure 3.1 shows the calculation of \(0.\overline{R}\) when the address \(A\) is given as \(A = 0xabcdefff\). When \(A\) is denoted by \(A = abcd_{256}\), the \(a, b, c\) and \(d\) equals to 0xab, 0xcd, 0xef and 0xff, respectively. Firstly, the sum of \(a = 0xab\) and \(b = 0xcd\) is calculated, and accordingly the result 0x178 is given, as shown in Figure 3.1.(1). Secondly, the 8-bit sum of previous result
0x78 is added to $c$. In this case, since the output carry of the previous addition is 1, the value 1 is used as the input carry (Figure 3.1.(2)). Thirdly, the previous result is also added to $d$ (Figure 3.1.(3)). Finally, the output carry of the previous addition is added to the previous result 0x68 (Figure 3.1.(4)). This calculation does not generate a carry because the maximum result in (3) is 0x1fe. To calculate $T_{AG} = aaa + bb + c$, the correct result is given with adding the output carries of (1), (2) and (3) to $aaa + bb + c$.

Figure 3.2 shows a generator of tag and index for a cache with 255 cache lines. In this figure, there are four 8-bit adders and three 25-bit adders. The output carries of the previous additions are connected to the input carries of the next additions, and thereby the $T_{AG}$ and $I_{DX}$ are obtained. Since this circuit is implemented as a cascade of several adders without complex division nor multiplier circuit, the hardware cost of AMI-based indexing is low. There is a circuit which sets $I_{DX}$ to zero and increments $T_{AG}$ when $I_{DX} = 255$, because the simple implementation of AMI generates the wrong value \{|T_{AG}, I_{DX}\} = \{|X - 1, 255\}$ even when the correct value is \{|T_{AG}, I_{DX}\} = \{|X, 0\}$.

While the tag and index can be calculated with the above expression, caches need to restore the original address for writing back the data to the main memory. The original address $A$ is obtained by $A = T_{AG} \times 255 + I_{DX}$. Since the multiplication by non-power-of-2 value is a costly implementation, it is also a difficult problem to get the original address $A$. However, in this case, the address can be calculated with a simple subtraction. The original address $A$ is
obtained by the following expression:

\[ A = (TAG \ll 8) - TAG + IDX \]

\( TAG \ll 8 \) means 8-bit left shift of \( TAG \), and \( TAG \ll 8 \) is the same as \( TAG \times 256 \). Since hardware cost of a subtraction circuit is much smaller than that of the multiplication by non-power-of-2 value, the overhead of this circuit is also small.

### 3.2 AMI-Based Cache System

#### 3.2.1 Overall Design

I propose an AMI-based cache system which selects the suitable number of cache lines depending on an application. Figure 3.3 shows the proposed system for a 4-way set associative cache.
cache. This cache has $2^n$ cache lines per way. In addition to conventional indexing function, two AMI-based indexing functions for $2^n - 1$ and $2^n - 2$ cache lines are implemented. Multiplexers select an index from these 3 indices. The control wires: $C_0$, $C_1$, $C_2$ and $C_3$ can be changed for the running application. In this figure, these multiplexers select $2^n$ indexing when $C_i = 0$, AMI-based $2^n - 1$ indexing when $C_i = 1$ and AMI-based $2^n - 2$ indexing when $C_i = 2$. In this way, suitable cache configuration is selected by $C_0$, $C_1$, $C_2$ and $C_3$.

When the index by AMI-based indexing function is utilized, the tag field needs extra 1-bit in the cache line. This is because the maximum value of tags in $2^n - 1$ or $2^n - 2$ indexing is larger than that in $2^n$ indexing, and the tag field needs more digits for expressing and storing the tag. When $D$, denoting a number of cache lines, satisfies $2^{n-1} \leq D < 2^n$, the tag field in $D$ indexing requires more 1 bit than that in $2^n$ indexing. Hence, adding 1-bit can allow the cache to use any $D$ indexing satisfying $2^{n-1} \leq D < 2^n$. In order to utilize $2^n - 1$ or $2^n - 2$ indexing anytime, the 1-bit is added to the tag field in all cache lines.

In this paper, two AMI-based indexing functions, $2^n - 1$ and $2^n - 2$, are utilized. One reason is the number of unused cache lines. In the proposed system, $2^n$ cache lines are implemented. Consequently, $2^n - 1$ and $2^n - 2$ cache lines are the best implementations which minimize the unused cache lines.

Another reason is that these functions are easy to implement. When the number of cache lines is $2^n - 1$, indexing functions are easily implemented. Furthermore, when implementing an indexing function for $2^n(2^n - 1)$ cache lines, the indexing function can be implemented with an easy combination of $2^n - 1$ indexing and simple shift circuits. On the other hand, for the other number of cache lines, the implementation of indexing functions is more difficult and more costly because AMI-based indexing functions become larger and more complex when binary notation of $1/D$ is not $0.\overline{1}_2$. Therefore caches with $2^n - 1$ and $2^n - 2$ cache lines are the better implementation.

Table 3.1: Example: Execution Time

<table>
<thead>
<tr>
<th>$(C_0, C_1, C_2, C_3)$</th>
<th>(0, 0, 0, 0)</th>
<th>(1, 1, 1, 1)</th>
<th>(2, 2, 2, 2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>app0</td>
<td>3600 (sec)</td>
<td>3800 (sec)</td>
<td>3200 (sec)</td>
</tr>
<tr>
<td>app1</td>
<td>7200 (sec)</td>
<td>6200 (sec)</td>
<td>8200 (sec)</td>
</tr>
</tbody>
</table>
The proposed cache system selects the suitable indexing functions depending on a running application. In order to select the best indexing functions, the execution times in each configuration are firstly measured, as shown in Table 3.1. Then, the result show that the best configuration for app0 is \((C_0, C_1, C_2, C_3) = (2, 2, 2, 2)\) and the one for app1 is \((1, 1, 1, 1)\). After selecting the suitable indexing functions, the configuration is fixed while running the application.

The control wires \(C_0, C_1, C_2\) and \(C_3\) are the input to the cache from a soft processor or out-FPGA switches. In order to ensure the coherence of data, before using different indexing functions, the data in the cache needs to write back to the main memory. This writing back function does not need a special hardware when a processor supports that function such as “INVD” instruction on x86 architecture.

### 3.2.2 Skewed Indexing function

Skewed associative cache [5] is a method to improve cache performance. The skewed associative cache uses hash functions to determine the cache index and therefore different indices are chosen in each way. Since a normal cache uses low address bits as the cache index, when memory access which has the same low address bits successively occurs, it results in many cache conflicts. By using skewed cache with proper hash functions, it has less incidence of cache conflict even if the memory accesses have the same successive low address bits because each address has a different cache index due to the hash function.

In the proposed system, \(C_0, C_1, C_2\) and \(C_3\) are not always the same. The example of \((C_0, C_1, C_2, C_3) = (0, 0, 1, 2)\) is shown in Figure 3.4. Each value means the number of unused cache lines. There is an unused cache line in the way 2, and there are two unused cache lines in the way 3. Hence, the numbers of cache lines on each way are different in this configuration. This cache can be considered as the expansion of skewed-associative cache with AMI, and thus this technique can reduce more cache conflicts.
2^n

Way 0

Way 1

Way 2

Way 3

\textbf{(C}_0\textbf{, C}_1\textbf{, C}_2\textbf{, C}_3\textbf{)} = (0, 0, 1, 2)

Figure 3.4: Different indexing functions are selected when (C_0, C_1, C_2, C_3) = (0, 0, 1, 2)

\section*{3.2.3 Replacement Policy}

When a cache miss occurs, the corresponding cache line fetches the desired data from the main memory. Before storing the desired data, the cache line evicts the existing data. In a set associative cache, there are several candidates of cache lines corresponding to a data. Hence, the cache needs to select the cache line which evicts the existing data.

Replacement policy defines which data on a set are replaced with the requested data under a cache miss. Since the better choice of the evicted data can reduce cache misses, the role of replacement policy is important. LRU (Least Recently Used) replacement policy is the most common replacement policy on microprocessors. However, the LRU cannot be used in the proposed cache because of its data management. This section describes the problem of LRU on the proposed system and the alternative replacement policy, named NRU (Not Recently Used) [9].
LRU replacement policy does not work in skewed associative caches. The LRU manages the accessing orders of cache lines on a set. In a conventional cache, a cache line belongs to a fixed set, and accordingly the number of sets is the same as the number of cache lines on each way. Thus, assuming $N$ as the number of cache lines on the cache and $W$ as associativity, the number of total sets on a cache is $N/W$. In a skewed associative cache, however, the number of total sets on the cache is $(N/W)^W$ because a cache line can belong to multiple sets. Consequently, the LRU replacement policy in a skewed associative cache needs too much resources.

NRU (Not Recently Used) is a replacement policy, employed in some high performance processors [9] [10]. In the NRU replacement policy, a NRU-bit on a cache line represents whether the cache line is recently accessed or not. Since the NRU manages the information not on a set but on a cache line, it does not need more information even in a skewed associative cache.

When the NRU-bit is low, the bit shows that the cache line is recently accessed. NRU replacement policy updates the NRU-bit to low on each access, and updates the all NRU-bits in a set to high when the all NRU-bits in the set are low. The algorithm of NRU is as follows:

```
Algorithm of NRU

Cache Hit:
(1) set nru-bit of the line to ’0’

Cache Miss:
(1) search for ’1’ bit on the set from Way 0
(2) if ’1’ bit is found then goto (5)
(3) set all nru-bit of the set to ’1’
(4) goto (1)
(5) set nru-bit of the line to ’0’
```

Figure 3.5 shows a behavior of LRU and NRU. In LRU, the accessing order is managed on a set. The order “0123” means the cache line on way0 is the least recently used cache line. Hence, when an access “$a_4$” occurs, the cache line on way0 is updated and the accessing order is changed to “1230”. By contrast, NRU manages a NRU-bit on a cache line. The NRU-bit on
<table>
<thead>
<tr>
<th>ACCESS</th>
<th>LRU</th>
<th>NRU</th>
</tr>
</thead>
<tbody>
<tr>
<td>Order: 0123</td>
<td>[a_0, a_1, a_2, a_3]</td>
<td>[1, 1, 1, 1]</td>
</tr>
<tr>
<td>a4</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Order: 1230</td>
<td>[a_0, a_1, a_2, a_3]</td>
<td>Miss</td>
</tr>
<tr>
<td>a2</td>
<td>[a_4, a_1, a_2, a_3]</td>
<td>Hit!</td>
</tr>
<tr>
<td>Order: 1302</td>
<td>[a_0, a_5, a_2, a_3]</td>
<td>Miss</td>
</tr>
<tr>
<td>a3</td>
<td>[a_4, a_5, a_2, a_3]</td>
<td>Miss</td>
</tr>
<tr>
<td>Order: 3210</td>
<td>[a_4, a_5, a_2, a_3]</td>
<td>Hit!</td>
</tr>
<tr>
<td>a4</td>
<td>[a_4, a_5, a_2, a_3]</td>
<td>Hit!</td>
</tr>
<tr>
<td>Order: 2103</td>
<td>[a_0, a_5, a_2, a_3]</td>
<td>Miss</td>
</tr>
<tr>
<td>a0</td>
<td>[a_4, a_5, a_2, a_3]</td>
<td>Miss</td>
</tr>
<tr>
<td>Order: 1032</td>
<td>[a_0, a_5, a_2, a_3]</td>
<td>Miss</td>
</tr>
<tr>
<td>a1</td>
<td>[a_4, a_5, a_2, a_3]</td>
<td>Miss</td>
</tr>
<tr>
<td>Order: 0321</td>
<td>[a_0, a_5, a_2, a_3]</td>
<td>Hit!</td>
</tr>
<tr>
<td>a2</td>
<td>[a_4, a_5, a_2, a_3]</td>
<td>Hit!</td>
</tr>
<tr>
<td>Order: 3210</td>
<td>[a_4, a_2, a_5, a_3]</td>
<td>Miss</td>
</tr>
<tr>
<td>a4</td>
<td>[a_4, a_2, a_5, a_3]</td>
<td>Miss</td>
</tr>
</tbody>
</table>

Figure 3.5: Behavior of LRU (Least Recently Used) and NRU (Not Recently Used)

way0 is set to low under the access “a4”, and the cache line on way0 is also updated.
Chapter 4

Evaluation Environment: Frix

In order to evaluate the performance of the cache proposed in Chapter 3, I propose a feasible and reconfigurable IBM PC Compatible SoC (Frix). Since this SoC can run general purpose OSs and therefore general purpose benchmarks, users can implement and evaluate their architecture on Frix. In order to design a commonly-used system, I develop Frix to satisfy the following three conditions: the SoC can be implemented on both Altera’s FPGA and Xilinx’s FPGA, the corresponding FPGA board is a commercially-available FPGA board, and the HDL source code of Frix is released as open-source.

4.1 Frix: Feasible and Reconfigurable IBM PC Compatible SoC

I propose a SoC to fulfill the following two requirements.

One is to be a suitable environment where developers can efficiently evaluate their architectural ideas to improve performance of computer systems. The SoC environment allows developers to easily change its hardware configuration and evaluate its performance on a general purpose OS.

The other is to be a suitable one where learners can easily understand how a computer system works. To realize this, complicated hardware components are replaced with simple ones.
From next section, the design and implementation of Frix is explained, and the accurate run of Frix is demonstrated in detail.

### 4.1.1 Design of Frix

To realize a suitable environment for research and education, Frix is based on ao486 SoC [11]. Ao486 SoC has a 32-bit x86 compatible soft core processor based on the standards of Intel 80486 SX, and several device controllers — PS/2 controller, HDD controller, VGA controller, etc. This SoC runs on a Terasic’s Altera DE2-115 FPGA board and according to the author’s document, it can boot the Linux kernel version 3.13 and Windows 95. Since ao486 SoC can boot a general purpose OS, it can be used to precisely evaluate target hardware by running widely used benchmark such as SPEC.

Figure 4.1 shows the design overview of ao486 SoC. It has an x86 processor named ao486 processor, a Nios II soft processor, and several device controllers. The Nios II processor handles BIOS loader. This function will be described in Section 4.1.2. All these components are connected to Altera’s IP core named Avalon interconnect (a bus system), and communicate each other via this interconnect. Since ao486 SoC uses Altera’s IP cores as a basic function
of a computer such as a bus system, it can work only on an Altera’s FPGA. Furthermore, because the IP cores’ insides are abstracted, it is difficult for learners to understand how the SoC operates. To address these problems, some modules of ao486 SoC are modified and some new modules are added to the proposed SoC. Thus, the proposed SoC is simpler and more portable so that it can work on other FPGAs.

4.1.2 Implementation of Frix

Figure 4.2 shows the design overview of Frix. The newly designed hardwares are depicted as red rectangles. Altera dependent modules (Nios II and Avalon Interconnect) are replaced with simple substitute modules in Verilog HDL. Thus, the design of Frix is very simple.

In general, when an x86 PC is booted, processor’s instruction pointer is reset to FFFF0h where the jump instruction to the head of a BIOS program is stored. BIOS programs are usually stored in a non-volatile ROM on a motherboard and therefore the jump instruction to a BIOS region is actually an access to the ROM. Instead of a ROM, ao486 SoC uses an SD card to store a BIOS program. Once the power supply switch is turned on, Nios II loads the BIOS data from the SD card and stores in DRAM region whose address range has been preserved.
Figure 4.3: The system boot sequence with BIOS loader module. (1) The loader sends several signals. (2) The BIOS data is moved to DRAM. (3) The ao486 processor wakes up. (4) The processor executes BIOS and programs for the BIOS program.

To achieve high portability, a BIOS loader module in Verilog HDL is added so that Nios I is removed. Figure 4.3 shows the SoC boot process with the BIOS loader module. Firstly, the BIOS loader module sends several signals to the SD controller in order to load a BIOS program (Figure 4.3 (1)). Secondly, the SD controller loads the BIOS data from an SD card to a DRAM (Figure 4.3 (2)). Thirdly, after the BIOS load is done, the BIOS loader module awakes ao486 processor (Figure 4.3 (3)). Finally, ao486 processor begins to execute the BIOS program (Figure 4.3 (4)).

This BIOS loader module is written only in 123 lines Verilog HDL, while Nios II is written in 1395 lines Verilog HDL. In other words, the number of lines of the BIOS loader module is about one-tenth of that of Nios II.

Ao486 SoC uses Altera’s Avalon Interconnect as the bus system. All of the embedded hard-
Figure 4.4: The clock domains of original and the new design. (a) In original design, the Avalon Interconnect has complex function converting 50MHz to 25MHz. (b) In the new design, Verilog written interconnect is simple running at 50MHz.

Software components communicate each other via this IP. In this SoC, this Avalon Interconnect mainly plays three roles.

The first one is to deal with the different data widths between the processor and the peripheral modules. From the processor to the peripherals, the Avalon Interconnect breaks down 4-byte (1-word) data from the processor into four 1-byte data, and then sends them to the peripherals. From the peripherals to the processor, this IP packs 1-byte data from peripheral modules into one 4-byte data, and then sends it to the processor.

The second one is to handle a burst request from the processor. The burst request is that the processor loads/stores multiple data from/in a memory. Memory addresses of these data are consecutive, whose range is from 1-word to 4-word. For example, if the processor loads consecutive 3-word data, the processor sends a request, which includes an initial address and the number of words to be loaded, to the interconnect. After receiving the request, the interconnect turns the request into three load instructions, and then loads data from the memory.
1-word by 1-word.

The last one is clock control for a monitor connected to the SoC. For the monitor, the VGA controller’s frequency is set as 25MHz while the SoC’s clock frequency is 50MHz. To communicate between the processor and the VGA controller, the interconnect handles two clock domains.

The Avalon Interconnect’s feature is abstracted and systems with this interconnect can be synthesized by only Qsys [12]. This causes two disadvantages. One is that developers have to use Altera’s FPGAs. The other is that it is difficult for learners to understand how the SoC works. To address these problems, a substitute bus system module, which realizes the three functions, is implemented so that the Avalon Interconnect is removed.

For first and second functions, the substitute logics are implemented with Verilog HDL. For the clock control, a new VGA controller with an asynchronous RAM is also implemented with Verilog HDL. Figure 4.4 shows the clock domain difference between the original and new design. Between the monitor and the output of the VGA controller, the operating frequency is set as 25MHz. For the other side, that is set as 50MHz. This new bus system is written
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in 1,933 lines of Verilog HDL. Since the Avalon Interconnect is written in 97,562 lines of Verilog HDL, the number of lines of the new bus system is one-fiftieth of that of the Avalon Interconnect.

By replacing the vendor dependent IP cores such as Nios II or Avalon Interconnect, Frix can be used on other vendor's FPGAs rather than only Altera’s FPGAs. However, since each FPGA board uses different peripherals (especially DRAM), developers have to consider their specifications.

Figure 4.5 shows the block diagrams of Frix, which is compatible with IBM PC. In addition to ao486 processor, Frix includes peripheral controllers in Verilog HDL such as VGA Controller, Intel 8042 Compatible PS/2 Controller, Intel 8254 Compatible PIT (Programmable Interval Timer), RTC (Real Time Clock), Intel 8259 Compatible PIC (Programmable Interrupt Controller), and HDD (HardDisk Drive) Controller. Frix uses an SD card as a virtual HDD. SD controller is the module that controls the writing to and reading from a SD card. HDD controller signals SD controller when the processor’s load/store requests from/in hard disk are executed. By doing this, an operating system recognizes the SD card as HDD. PIC module handles interrupt requests (IRQ) from PS/2, PIT, RTC and HDD module, and sends an interrupt signal to ao486 processor. As mentioned above, the reset signal is active until finishing to send a BIOS program from the SD card to DRAM.

4.1.3 Verification of Frix

In addition to DE2-115 FPGA board, Frix can work on the Digilent Nexys4 DDR FPGA board which has a Xilinx’s Artix-7 FPGA, by modifying DRAM controller. It is confirmed that Frix works properly and can boot general purpose OSs: FreeDOS 1.1 and Tiny Core 5.3 (Linux kernel 3.8). As described in the previous section, the OS image file and the BIOS data are stored in the specified locations of the SD card in advance.

On FreeDOS 1.1, various applications including games such as DOOM can run. Besides, by installing compilers, programs can be executed on FreeDOS. Figure 4.6 shows a snapshot of DOOM, which is a computer game developed by Id Software, running on the Digilent Nexys4 DDR FPGA board. Figure 4.7 shows the compilation and execution result of a Hello
World program with Open Watcom C Compiler. The above program is written with an editor on FreeDOS. On Frix, users can enjoy software programming. Figure 4.8 shows other applications running on FreeDOS. Frix can run complex applications.

It is also verified that Frix works properly and can boot Tiny Core 5.3. Figure 4.9 shows the execution result of the “top” command on Tiny Core 5.3 on a Terasic’s Altera DE2-115 FPGA board. Some daemon processes can be seen, as shown in the figure. Figure 4.10 shows the example of “echo” commands after booting Tiny Core 5.3. These commands set color codes of the terminal. Besides, the SoC can execute the SPEC CPU2000 INT benchmark suite on Tiny Core 5.3. The SPEC CPU2000 INT execution binary are inserted into the image file of Tiny Core. The source code of SPEC CPU2000 INT is compiled with gcc 4.8.2 (an option “-m32 -march=i486”). Since the proposed SoC architecture is x86 and many general purpose computers have an x86 processor, no special cross compiler is required in most cases. The execution result files of the benchmark are compared with the correct result files, in order to confirm that Frix accurately executes the benchmark.
Figure 4.7: The snapshot of "Hello World!" execution result

Figure 4.8: The snapshot of applications running on FreeDOS
Figure 4.9: The snapshot of Linux (Tiny Core) running “top” command on DE2-115 FPGA board

Figure 4.10: The snapshot of “echo” commands after booting Tiny Core 5.3
Chapter 5

Evaluation and Discussion

In this chapter, I evaluate the usability of Frix for computer research, and the efficiency of AMI-based cache system.

5.1 Usability of Frix for Computer Research

As a case study to demonstrate the usability of Frix for computer research, a data cache with non-power-of-2 cache lines is implemented in ao486 processor. In this section, I show that Frix can evaluate the cache performance with SPEC CPU2000 INT benchmark and hardware resources.

5.1.1 Implementation

The configuration of a data cache in ao486 processor is as follows:

- Capacity: 16KB
- Associativity: 4-way set associative
- Line size: 16B
- Write policy: writeback
- Replacement policy: NRU
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5.1 Evaluation

For evaluation, the design is synthesized with Quartus Prime 15.1 and implemented on a Terasic’s Altera DE2-115 FPGA board. The system frequency is set to 40MHz.

In order to measure time and miss rate, a subset of SPEC CPU2000 INT benchmark suite is executed on Tiny Core 5.3. This subset includes ten programs: gzip, gcc, mcf, crafty, parser,

- # of cache lines per way: 256

The replacement policy of the original data cache is pseudo LRU, but changed to the NRU in order to evaluate the effect of AMI. This data cache is modified to the AMI-based cache, and the number of cache lines per way is fixed to 255. Thus, both of the skewed indexing functions and the selection of indexing functions are not implemented. In this evaluation, the AMI-based cache is compared with the original data cache.

5.1.2 Evaluation

For evaluation, the design is synthesized with Quartus Prime 15.1 and implemented on a Terasic’s Altera DE2-115 FPGA board. The system frequency is set to 40MHz.

In order to measure time and miss rate, a subset of SPEC CPU2000 INT benchmark suite is executed on Tiny Core 5.3. This subset includes ten programs: gzip, gcc, mcf, crafty, parser,
perlbmk, gap, vortex, bzip2 and twolf. Each application is compiled with gcc 4.8.2 compiler using the -O2 flag, and executed three times. The size of benchmark is “test”. The results, such as execution cycles, number of cache misses, number of cache accesses and so on, are recorded with hardware logics and sent to a PC with UART.

The parallel executions of three SPEC applications are also used to measure the system performance. The following commands execute gzip, parser and twolf in parallel with the task function of the OS.

```bash
$ ./start_count
$ ./run_gzip &
$ ./run_parser &
$ ./run_twolf &
$ wait
$ ./end_count
```

The commands “start_count” and “end_count” are the start and end of the measurement, respectively.

Figure 5.1 shows the execution time and speedup against baseline. In this figure, baseline means a configuration with 256 cache lines, and AMI means an AMI-based configuration with 255 cache lines. In this evaluation, AMI hardly affects the execution time.

Figure 5.2 shows the miss rate and the miss rate reduction. Miss rates increase with AMI in some applications, but this effect is also small.

Next, Table 5.1 shows the hardware resource. AMI raises occupied logic cells by 1.206 times in the scale of dcache, and by 1.011 times in the scale of the overall system. The

<table>
<thead>
<tr>
<th></th>
<th>Logic Cells</th>
<th>Memory (Kbits)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>dcache</td>
<td>total</td>
</tr>
<tr>
<td>baseline</td>
<td>4520  54559</td>
<td>154.624  2585.856</td>
</tr>
<tr>
<td>AMI</td>
<td>5067  55206</td>
<td>155.648  2586.880</td>
</tr>
<tr>
<td>AMI/baseline</td>
<td>1.206  1.011</td>
<td>1.007  1.000</td>
</tr>
</tbody>
</table>
occupied embedded memory to implement dcache increases by only 1.007 times. Thus, these results show that the hardware overhead of AMI is very small.

Cyclone IV EP4CE115 FPGA has 114,480 logic cells and 3.888 Kbits embedded memory. In the result of the baseline, the usage of logic cells is \( \frac{54559}{114480} = 47.7\% \). Researchers can use more than the half of logic cells to implement their proposed architecture. The usage of embedded memory is \( \frac{2585.856}{3888} = 66.5\% \), and thus researchers also use about the 1/3rd of total embedded memory.

### 5.1.3 Discussion

Like the cache, developers can modify the hardware configuration and estimate the hardware resource usage. Since it can run a Linux OS, developers are able to evaluate the performance of their module with a complex benchmark such as the SPEC CPU2000 benchmark. Moreover, no specific cross-compiler is required to compile applications because Frix employs an x86 soft processor and many general purpose computers have an x86 processor. Hence, Frix is a stable environment for developers to evaluate their architectural ideas.

Compared to software-based simulators [13] [14], FPGA-based simulators can complete a simulation much more quickly. In terms of simulation time, Frix is compared with gem5 [13], which is a major software-based full-system simulator. Six applications from the SPEC
CPU2000 INT benchmark suite, which can be run in both environments, are selected to compare total simulation time of the applications. The 4-way 4-word set-associative L1 data cache is embedded in both environments. Although I try to set the architectural parameters the same values in both environments, a few configurations are different. For instance, gem5 simulates a 64bit x86 processor while the processor of Frix is 32bit x86 ISA. Thus, this comparison includes a mite error. Gem5 is compiled with gcc 4.8.2, and the compile option is “-O2” which is the default compile option of gem5. The execution environment of gem5 is Ubuntu 14.04 with Core i7-3770K operating at 3.5GHz and 16GB DRAM.

Figure 5.3 shows the speedup ratio of Frix in comparison with gem5. The result shows that Frix achieves up to 9.38 times higher simulation speed than gem5, and the average simulation speedup ratio is 4.92 times. In only twolf, gem5 simulation speed is slightly faster than Frix. This is because that the execution time of twolf is short and it requires many file read/write operations. Since the SoC does not have DMA function yet, data except the BIOS program stored in the SD card are transferred to the DRAM via ao486 processor. This process is probably a bottleneck. However, all of the other applications achieve significant speedup ratio. For these results, it is obvious that Frix is able to more quickly simulate target hardware than software simulators. As the simulated hardware becomes larger and more complex, the simulation speed gap between the software and Frix expands.

Frix is also a suitable environment for computer education because the RTL source code of Frix is released as open-source. Leaners can understand how a computer system works by reading the source code. Unlike ao486 SoC [11], the proposed SoC can run on the two major vendors’ FPGAs because it does not use vendor-dependent IP cores such as Avalon Interconnect and Nios II in main functions. In general, many HDL processors are released as open-source, but the source code of peripherals modules such as buses or I/O controller is seldom provided. Frix is the first open-source SoC which includes an x86 soft processor and some peripheral modules, and can run on two major vendors’ FPGAs.

5.2 Efficiency of AMI-Based Cache System

In this section, I evaluate the performance of the proposed AMI-based cache system on Frix.
Chapter 5. Evaluation and Discussion

5.2.1 Setup

The proposed cache is implemented on Frix with modifying an original data cache in ao486 processor. The configuration of the original cache is mentioned in Section 5.1.1. The numbers of cache lines can be changed to 255 or 254 with multiplexers.

I evaluate the proposed cache system with 15 configurations which are (Way0, Way1, Way2, Way3) = (0, 0, 0, 0), (0, 0, 0, 1), (0, 0, 0, 2), (0, 0, 1, 1), (0, 0, 1, 2), (0, 1, 1, 1), (0, 1, 1, 2), (0, 1, 2, 2), (0, 2, 2, 2), (1, 1, 1, 1), (1, 1, 1, 2), (1, 1, 2, 2), (1, 2, 2, 2) and (2, 2, 2, 2). Each value means the number of unused cache lines on the way, and thus (0, 0, 1, 2) means that the numbers of cache lines are 256 in Way0 and Way1, 255 in Way2 and 254 in Way3.

5.2.2 Evaluation

In this section, I evaluate the proposed cache system in terms of miss rate, speedup, hardware resource and maximum frequency. These evaluations are done in the same environment mentioned in the Section 5.1.2.

Miss Rate

Figure 5.4 shows the overall miss rates. In this figure, miss rates in each configuration are written in bars. This figure also shows the best-case, written in a red line. The best-case means the least miss rate in the 15 configurations. The gmean is the geometric mean of miss rates in each application. Miss rates become high in order of mcf, parser, gzip, gcc, gap, crafty, bzip2, vortex, perlbmk and twolf. Miss rates are about 20% in mcf, and less than 10% in the other applications.

Figure 5.5 shows the overall miss rate reduction. These results are calculated as the division of each miss rate by that in the conventional cache “0000”, and lower values are better. In the results, the configurations are roughly classified into three categories according to the miss rate: baseline (“0000”), non-skewed (“1111”, “2222”) and skewed (the others). In the most part of these applications, skewed configurations achieve lower miss rates than the other configurations. Though non-skewed configurations do not affect the geometric mean of miss rates, skewed configurations decrease it significantly.
The result also shows, in crafty, non-power-of-2 indexing functions work very effective. In particular, skewed configurations reduce about 40% of miss rates from baseline. Crafty is an application of playing a chess game. Since the size of the chess board is 8x8, data is managed with power-of-2 stride. In consequence, when cache capacity is power-of-2 value, these datas cause many conflicts. Thereby AMI-based indexing functions reduce conflicts.

In twolf, skewed configurations achieve 40% of miss rates reduction as well. In contrast, miss rates in non-skewed configurations are rather worse than that of the baseline. Thus, the cause of the reduction is considered to be the skewed indexing functions rather than the AMI-based indexing functions.

In mcf, AMI-based indexing functions raise miss rate. In this result, the miss rates increase
with the number of ways with non-power-of-2 cache lines. Thus, the miss rate of “0011” is between the one of “0001” and “0111”. Though the cause of these results is not examined in detail, in some applications, the effect of AMI may become rather worse. Even in mcf, the miss rate in the skewed configurations is less than the one of the non-skewed configurations when the numbers/ of AMI-based ways are the same.

The configurations which achieve the highest miss rate reduction are shown in Figure 5.6. For instance, the miss rate in gzip gets the least value in the “0222” configuration. Though the baseline “0000” achieves the least miss rate in mcf, the skewed configurations achieve the least miss rates in the other applications. About 40% reduction is shown in crafty and twolf, and about 15% reduction is shown in perlbench and vortex. In the other applications, the
reductions are small. The “prop” is the geometric mean of the highest miss reductions, and the proposed cache achieves 0.85 times reduction of miss rate on average.

**Speedup**

Figure 5.7 shows the overall speedup. This speedup is calculated as the division of execution time in the baseline “0000” by the one in each configuration, and higher values are better. In this evaluation, AMI hardly affects the system performance. This may be because DRAM access latency on this system, which is 10 cycles, is much smaller than that on high performance processors. In Section 5.2.3, I will evaluate the reduction of execution cycles with increasing DRAM access latency.

Figure 5.8 shows the configurations achieving the highest speedup. In mcf, the conventional cache “0000” achieves the highest speedup. In contrast, the caches with skewed indexing functions achieve the highest speedup in the other applications. However, the difference of speedup is very small.

**Hardware Resource**

Figure 5.9 shows the amounts of occupied logic cells. The baseline includes a conventional cache with 256 cache lines, and the proposal includes my proposed cache with reconfigurable
cache lines. In the scale of dcache, the occupied logic cells increase by 1.44 times from baseline. Since the total logic cells in Cyclone IV EP4CE115 FPGA are 114,480, the additional 2000 logic cells are only 1.7% of total resources on the FPGA. Hence, the overhead of logic cells is very small.

Figure 5.10 shows the amounts of occupied memory bits. The memory bits increase by 1024 from baseline because of the additional tag field. In this evaluation, each way in the data cache has 256 cache lines, and so the number of cache lines in the whole cache is 1024. Since extra 1-bit is added to the tag memory in each line, the total additional bits are 1024-bits. These 1024-bits are much smaller than 154,624-bits on the whole cache. Each line has 151-bits, which are composed of 128-bits data, 20-bits tag, valid bit, dirty bit, and NRU bit.
The memory bits increase by only less than 1.01 times, and hence the overhead of memory bits is still very small.

**Maximum Frequency**

The maximum frequency is shown in Figure 5.11. The frequency is evaluated with two models: “Slow 1200mV 0C Model” and “Slow 1200mV 85C Model”. The difference between these two models is temperature of the FPGA. In the both of two models, the system frequency decreases by 0.95 times. This is because the AMI-based indexing functions increase the latency.

**Evaluation Summary**

In this section, I evaluated my proposed AMI-based cache system on Frix. According to the results of miss rates, it is found that the proposed cache system achieves high reduction of miss rates in crafty and twolf, and the system reduces miss rate by 15% on average. In this evaluation, 15 configurations are compared, and according to the miss rates, they are classified into baseline, non-skewed and skewed. Non-skewed configurations improve hit rates in the crafty, which manages data with power-of-2 stride and then occurs many conflicts. Moreover, skewed configurations reduce more conflicts in the most part of the benchmark suite.
In the speedup evaluation, there is almost no difference from the baseline. The cause is considered to be the low DRAM access latency in the Frix. In the next section, I discuss the speedup of the proposed system on the environment with higher DRAM access latency.

The overhead of hardware resource is very small on the proposed system. The occupied memory bits increase by only 1-bit per a cache line. Since a cache line manages so many bits, which are composed of data bits, tag bits, valid bit and so on, the additional 1-bit is negligible. The occupied logic cells increase by 1.44 times from baseline in the scale of dcache.

The maximum frequency decreases by 0.95 times. This is because the AMI-based indexing functions increase the latency.

### 5.2.3 Discussion

#### Methods to Improve the System Frequency

In the evaluation, the proposed system reduces the maximum frequency by 0.95 times. Since the AMI-based indexing functions, as described in Section 3.1, is implemented as a cascade of adders, the cache latency significantly increases.

In the modern high performance processors, caches are pipelined in general. When a cache is pipelined, the waiting cycle increases, but the cache can run at a higher frequency. Thus a
A pipelined cache with AMI-based indexing functions is a better implementation. In addition, the Figure 3.2 shows that the AMI-based indexing function can be easily pipelined, and the proposed system can run on the environments where the very high frequency is desired.

**Speedup Evaluation with Increasing DRAM access Latency**

In the evaluation, there is almost no difference in speedup though the miss rate decreases. It is assumed that the DRAM latency on this system, which is 10 cycles, is much smaller than that on high performance processors. In this section, I discuss that if the DRAM latency increases, how high the speedup can achieve.

Since ao486 processor is an in-order scalar processor, when assuming the miss rate of L1 instruction cache is enough small, the execution cycle is roughly calculated as follows:

\[
\text{Execution Cycle} = \text{Pipeline Cycle} + (\text{Number of L1D Hit}) \times \text{L1D Latency} + (\text{Number of L1D Miss}) \times \text{DRAM Access Latency}
\]

I evaluate the execution cycle with increasing DRAM access latency.

In this discussion, the DRAM latency gets value from 10 to 200. Figure 5.12 shows the speedup in terms of execution cycles (not execution time). In crafty, the speedup gets the
highest value in these applications. The speedup is about 1.09 times when the DRAM latency is 100 cycles, and about 1.14 times when 200 cycles. This is because the AMI-based indexing functions reduce miss rate in crafty higher than in the other applications. However, the speedup is not high in twolf, which achieves the same miss rate reduction as crafty, and the cause is considered to be the miss rate of twolf is very low. In mcf, the speedup is not changed because the baseline configuration is the best configuration. In geometric mean, 1.027 times speedup is achieved in the 100 cycles latency, and 1.040 times speedup is achieved in the 200 cycles latency.
Figure 5.12: Configurations achieving the highest speedup with increasing DRAM access latency
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Conclusion

In this paper, I proposed a cache system which selects the suitable number of cache lines depending on an application. The proposed system uses Arbitrary Modulus Indexing to implement the non-power-of-2 cache lines, and thereby reduce cache conflicts.

I also proposed an IBM PC Compatible SoC which can run general purpose OSs, named Frix. Although Frix is based on ao486 SoC, Frix does not use vendor-dependent IP cores in the main function. As a result, Frix can run on two major vendors’ FPGA boards.

I evaluated the usability of Frix and the efficiency of the AMI-based cache system. In order to evaluate these factors, the proposed cache system is implemented on Frix, and the SPEC CPU2000 INT benchmark suite is executed on the system.

Frix can execute the SPEC CPU2000 INT benchmark suite accurately. The evaluation result shows that Frix takes one-fifth simulation time of that of the software simulator on average. It is shown that Frix is a useful environment for computer research.

The AMI-based cache system reduces miss rate in many applications. The skewed indexing functions can reduce more conflicts than the conventional function. The system achieves 0.85 times miss rate reduction on average with low hardware resources. Moreover, supposing the DRAM latency is enough high, the system also achieves up to 1.14 times speedup.
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