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Many-core processor architectures are becoming mainstream. With the many-core trend, Network-on-Chip (NoC) has become the de facto on-chip communication fabric, replacing traditional bus-based architectures. Targeting thousands of cores in near future many-core architectures, large-scale NoC designs need to be modeled and evaluated fast and accurately to understand their performance characteristics as well as the impact on the overall system.

This thesis proposes novel methods for emulating large-scale NoC architectures on a single FPGA (Field-Programmable Gate Array). The scalability is improved without simplifying the emulated architectures or using off-chip resources. The thesis first describes how to accurately model synthetic workloads on FPGA by separating the time of the emulated network and the times of the traffic generation units. The thesis next proposes a novel use of time-multiplexing in emulating the entire network using a small number of physical nodes. Finally, the thesis shows the basic steps for applying the proposed methods to emulate different NoC architectures.

The proposed methods enable ultra-fast and accurate emulations of large-scale NoC architectures with up to thousands of nodes using only on-chip resources of a single FPGA. The evaluation results show that more than $5,000 \times$ simulation speedup over BookSim, one of the most widely used software-based NoC simulators, is achieved while the simulation accuracy is maintained.
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Chapter 1

Introduction

With the continuous advances in semiconductor process technology, for decades, microprocessors’ performance has been improved mainly by increasing clock frequency and extensively exploiting instruction-level parallelism. However, the direction changed in the 2000s due to many issues such as the power wall and the limitation of instruction-level parallelism techniques. Instead of trying to increase performance of single-core processors, the microprocessor industry has shifted to integrating multiple processor cores on a chip.

Many-core processors have now become main stream. As the number of cores integrated on a chip increases, traditional on-chip communication architectures such as bus-based architectures fail to keep pace with the increasing demand of high communication performance. To date, Network-on-Chip (NoC) [1–3] (packet-switched interconnection network) has been widely regarded as the de facto on-chip communication architecture for many-core systems. This thesis focuses on NoC simulation rather than full-system simulation. Because integrating more cores on a chip makes the interconnection between cores more important, NoC simulation is a critical part of evaluating trade-offs in designing many-core processors with hundreds to thousands of cores.

Software-based simulators have been widely used for architectural exploration. Full-system simulators [4–9] model the overall system, from the interconnection network to processor cores, memory hierarchy and cache, and can execute realistic workloads. However, they either are too slow to simulate architectures with more than 100 cores in practical time, or do not support accurate simulation. To reduce complexity, most existing full-system simulators
simplify the contention in the network. They use a fixed latency value for any condition of
the network. Although this simplification is tolerable for some cases, especially when the
number of cores is small, studying an NoC architecture and its effect to the overall system
requires detailed models. To address this problem, some stand-alone network simulators such
as BookSim [10], GARNET [11], Noxim [12], SICOSYS [13] have been proposed. They are
useful for studying NoC designs independently, and several orders of magnitude faster than
full-system simulators.

One of the essential advantages of software-based simulators is the wide variety of pro-
gramming tools. Additionally, they are flexible and easy to debug. However, software-based
simulators have several drawbacks. It is easy to produce designs that would be impractical to
implement in hardware. And more importantly, software-based simulators are slow. Simula-
tion speeds of typical full-system simulators range from several KIPS (Kilo Instructions Per
Second) to hundreds of KIPS depending on the detail level of the simulations. At these speeds,
the simulation of one second of one core may take several hours or days to complete. For in-
stance, if we use a 50-KIPS simulator to simulate a relatively slow 1-GIPS (Giga Instructions
Per Second) processor core, it will take 20,000 seconds (more than 5.5 hours) to complete one
second of the core. For thousands of cores, the simulation time is thus impractical.

Even stand-alone network simulators are getting slower rapidly as the number of simulated
cores increases. This can be seen in an analysis of the performance of BookSim, one of
the most popular software-based NoC simulator, in Figure 1.1. The figure shows how the
simulation speed of BookSim [10] decreases when changing the simulated NoC’s size from
16 nodes to 144 nodes. As shown in Figure 1.1(a), BookSim’s simulation speed depends
on both the simulated NoC’s size and the amount of network activity which is represented
by the flit injection rate. Higher amount of network activity requires longer simulation time
because more tasks need to be executed. Figure 1.1(b) shows the slowdown in simulation
speed of BookSim at an injection rate of 0.025 (flits/node/cycle) when changing the simulated
NoC’s size from 16 nodes to 144 nodes. The slowdown is normalized to the case where the
number of nodes is 16. The NoC architecture and evaluation environment here are same as the
primary architecture and the environment that will be described in Chapter 4. We can see that
the simulation speed of BookSim decreases more than 17 times when the number of nodes is
Figure 1.1: (a) Simulation speed of BookSim with different network sizes and traffic injection rates. (b) Slowdown in simulation speed of BookSim at an injection rate of 0.025 ($\text{flits/node/cycle}$) when changing the simulated NoC’s size from 16 nodes to 144 nodes.

increased nine times.

Unfortunately, it is difficult to significantly improve the simulation speed by using thread-level parallelism because of the huge amount of synchronizations in the simulated network. Parallelizing a simulator and leveraging modern multi-core processors to increase the simulation speed is non-trivial. Without sacrificing accuracy, only a limited degree of parallelization can be achieved. On the other hand, compromising on accuracy may make the simulator unsuitable for studying new architectural proposals because some software/hardware errors that only occur under certain timing conditions may be hidden.

Targeting thousands of cores in the near future many-core architectures, large-scale NoC designs need to be modeled and evaluated fast and accurately to understand their performance characteristics as well as the impact on the overall system. With the ever increasing capacity of FPGAs (Field-Programmable Gate Arrays), FPGA-based emulation is becoming a promising approach. By using FPGAs, an ultra-fast simulation speed can be achieved because many operations can be simulated simultaneously in a tick of FPGA’s clock. Moreover, adding detail to a model requires more hardware, but does not necessary degrade performance. This is a significant difference compared to software-based simulators which are slower when the model is more sophisticated.
However, scaling up to a large number of NoC nodes is still a challenging task due to the FPGA capacity constraints. If a single FPGA is used, the available resources are limited. Even a large FPGA can fit only around 100 NoC routers of moderate complexity. To reduce the amount of required FPGA resources, some FPGA-based NoC emulators simplify the emulated router architectures. For instance, DART [14] reduces the number of channels and pipeline depth. FIST [15] abstractly models each router in the network as a set of load-delay curves obtained by offline or online training.

The limitation of FPGA resources can be mitigated by using multiple FPGAs [16] and off-chip memory (usually DRAM) [17, 18]. However, these approaches not only lead to a higher cost, but also make the entire system more complex and slower. The off-chip communication restricts performance of the entire system.

This thesis proposes novel methods which enable ultra-fast and accurate emulations of large-scale NoC designs with up to thousands of nodes using only on-chip resources of a single FPGA. The thesis first describes how to accurately model synthetic workloads on FPGA by separating the time of the emulated network and the times of the traffic generation units. Synthetic workloads are flexible and very useful in early stages of network evaluation. They can be used to quickly stress the emulated NoC designs and capture their bottlenecks. In general, to properly emulate a network under a specific synthetic workload in open-loop simulations, a large FIFO buffer (source queue in Figure 3.1) is needed between each traffic generation unit and the network to make sure that no packet is dropped in the traffic generation process. Every packet generated by traffic generation unit $i$ is stored in source queue $i$, the FIFO buffer between traffic generation unit $i$ and the network, until it can be accepted by the network. The large FIFO buffers cannot be implemented using only FPGA on-chip memory. The proposed method allows us to manage the effect of the feedback from the network to the packet generation units using small FIFO buffers, and thus the use of off-chip memory can be avoided.

The thesis next proposes a novel use of time-multiplexing in emulating the entire network using a small number of physical nodes. The number of physical nodes can be flexible. More physical nodes will improve the simulation speed but consume more hardware resources. Although the time-division multiplexing (TDM) technique has been adopted in several previous work [14, 17, 18], it has not been discussed thoroughly. In contrast, the thesis provides detailed
discussions of how to effectively apply the TDM technique in FPGA-based NoC emulations.

Although the TDM technique can reduce the use of combinational logic, it does not help to reduce the total amount of required memory. In contrast, an additional memory is needed to store data passed between logical nodes. Without the first proposed method, which helps to manage the effect of the network to the traffic generation process using only a limited amount of memory, the use of off-chip memory is unavoidable. The combination of this method and the method based on time-multiplexing is the key factor to scale to NoC designs with thousands of nodes on a single FPGA.

Finally, the thesis shows how the proposed methods can be applied to emulate different NoC architectures.

The thesis has three main contributions.

(1) The thesis proposes an ultra-fast and accurate FPGA-based NoC emulator which is able to emulate large-scale NoC designs with up to thousands of nodes using a single FPGA. The evaluation results show that, when emulating an 128x128 mesh network (16,384 nodes) with state-of-the-art router architectures, more than 5,000× simulation speedup over BookSim, one of the most widely used software-based NoC simulators, is achieved while the simulation accuracy is maintained. The thesis also shows the basic steps for applying the proposed methods to emulate other NoC architectures.

(2) The thesis proposes a novel method for accurately emulating NoC designs under synthetic workloads without using a large amount of memory. With this method, the use of off-chip memory can be avoided.

(3) The thesis presents and discusses a novel use of the TDM technique in NoC emulations on FPGA. This method together with the method in (2) allow us to emulate NoC designs with up to thousands of nodes on a single FPGA.

The proposed methods are independent of the emulated NoC architectures, and do not require a specific type of FPGAs. In addition to the NoC designs demonstrated in this thesis, they can be applied to emulate other NoC designs including emerging 3D NoC designs such as MIRA [19]. Besides, the proposed emulator can be used to evaluate interconnection networks
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of not only many-core processors but also many other systems including Systems-on-Chip (SoCs) and large-scale supercomputers.

The rest of this thesis is organized as follows. Chapter 2 provides an overview of the many-core trend as well as the basics of NoC, and summarizes state-of-the-art approaches in NoC simulation/emulation. In Chapter 3, the emulation model is first described. After that, two methods which enable ultra-fast and accurate emulations of large-scale NoC designs with up to thousands of nodes are proposed. The first method helps to eliminate the memory constraint in NoC simulation, which has been described earlier, and thus helps to avoid using off-chip memory. The second method is based on time-multiplexing in which a small number of interconnected nodes are used to emulate the entire network by sequentially emulating every part of the network. The novel use of time-multiplexing helps to utilize FPGA resources effectively while maintaining the simulation accuracy. Chapter 3 also describes the basic steps for applying the proposed methods to emulate different NoC designs. The evaluation results are analyzed in Chapter 4. Finally, Chapter 5 summarizes the contributions of this thesis and discusses future work.
Chapter 2

Background

As the number of cores integrated on a chip increases, the interconnection between cores becomes a major concern. Therefore, NoC designs need to be modeled and evaluated in various aspects to understand their performance characteristics and trade-offs involved in designing the overall system. This chapter first describes the many-core trend and key basic concepts of NoC. After that, state-of-the-art approaches in NoC simulation/emulation are summarized and discussed.

2.1 Many-Core Architectures

For decades, the continuous improvements in semiconductor process technology according to Moore’s law coupled with Dennard scaling have been a fundamental driver for increasing microprocessors’ performance. Moore’s law states that the number of transistors that can be cost-effectively integrated on a chip doubles every 24 months. At the same time, Dennard scaling observes that transistors’ power density stays constant when their size decreases. Therefore, architects could improve microprocessors’ performance exponentially by increasing clock frequency and extensively exploiting instruction-level parallelism techniques such as out-of-order execution and aggressive branch prediction.

However, recent trends have made it extremely hard to increasingly improve microprocessors’ performance in the conventional way. Dennard scaling appears to have broken down due to the current leakage at small sizes. Therefore, even smaller and faster transistors can
still be produced, increasing the number of transistors while maintaining the same clock fre-
quency would require more power. The power wall has become a fundamental obstacle in in-
creasing performance of microprocessors. On the other hand, all instruction-level parallelism
techniques have their own limitations. The Intel Pentium 4 was widely known to have gone
beyond the point of diminishing returns in exploiting instruction-level parallelism techniques.

Instead of trying to increase performance of single-core processors, all processor manu-
facturers have now shifted to multi/many-core architectures. Most processors used in smart-
phones, PCs, servers, and supercomputers today are multi/many-core processors. Because
many applications in some areas such as cloud computing and multimedia can easily gain
significant benefits from using processors with a large number of cores, there already exist
some commercial many-core processors with up to hundred cores. For instance, the EZchip’s
TILE-Gx72 processor [20] targeting networking and security workloads contains 72 64-bit
RISC cores. The recently released EZchip’s TILE-MX processor [21] offers massive comput-
ing power with 100 ARM v8 64-bit cores. The Intel Xeon Phi coprocessors [22–24] provide
up to more than 60 cores and have been used in many supercomputers such as Tianhe-2, the
fastest supercomputer in the world according to the TOP500 list in June 2015 [25].

Many researchers predicted that processors with a large number of cores would be the fu-
ture. The near future architectures will have up to thousands of cores on a chip [8, 26–28].
Moving towards many-core architectures, however, requires many challenges to be solved.
One of them is the interconnection between cores which is the main focus of this thesis.

2.2 NoC Basics

Any NoC architecture can be characterized by four properties: topology, routing, flow control,
and router architecture [2, 3].

2.2.1 Topology

Topology defines how channels and nodes are arranged in a network. Because topology heav-
ily affects the design of the other properties, choosing a topology is usually the first step in
designing an NoC. The topology establishes an optimal bound on performance, i.e. through-
put and latency, of a network. The routing algorithm, flow control mechanism, and router architecture determine how closely the optimal performance bound can be approached.

**Direct network vs. indirect network.** In direct networks such as meshes and tori, each node behaves as both a terminal node and a switch node, and thus is composed of a core connected with a router. On the other hand, indirect networks such as butterflies (e.g., flattened butterfly [29]) and trees (e.g., Fat H-Tree [30]) distinguish between terminal node and switch node. In particular, each terminal node is a core while each switch node is a router.

### 2.2.2 Routing

With the road map determined by the topology, routing algorithms define which path a packet takes to reach its destination. A routing algorithm can be categorized as deterministic, oblivious, or adaptive, depending on the number of paths between each pair of nodes and how these paths are determined. A deterministic routing algorithm defines a single static path between each pair of nodes. For example, in 2-dimensional mesh networks, a widely used deterministic routing algorithm is dimension-order routing (XY routing) where a packet is routed first in the x-dimension and then in the y-dimension to reach its destination. Although dimension-order routing may produce load imbalance for some traffic patterns, it is preferred in many cases because it is very simple to implement and simplifies the deadlock avoidance problem.

Contrary to deterministic routing algorithms, both oblivious and adaptive routing algorithms allow multiple paths between each pair of nodes. However, while the routing decisions in oblivious routing algorithms are made regardless of the condition of the network, adaptive routing algorithms use network’s congestion information to choose an appropriate path for each packet.

### 2.2.3 Flow Control

A flow control mechanism determines how shared resources in the network such as routers’ buffers and channels are allocated when contention occurs. Most NoCs use wormhole and virtual channel (VC) flow control. In wormhole flow control, routers’ buffers and channels are allocated on a flit-by-flit basis. A flit (flow control digit) is the smallest unit of flow control.
Each packet, the basic unit of transmission of a network, is composed of a head flit, some body flits, and a tail flit. By splitting each packet into multiple flits, large packet sizes can be supported while using small buffers because flits can be transferred to the next hop without waiting for the entire packet.

Because an upstream router can only send a flit to a downstream router if the corresponding buffer in the downstream router has a free space for the flit, a mechanism for managing the agreement across routers is necessary. In credit-based flow control, each router maintains credit counters for tracking the state of the adjacent routers’ buffers. Suppose that $R_1$ and $R_3$ are two adjacent routers of router $R_2$. At router $R_2$, when a flit, previously received from router $R_1$, leaves a buffer to go to router $R_3$, the credit counter for the downstream buffer at router $R_3$ is decremented while a credit is sent to router $R_1$ to increment the credit counter for the upstream buffer. Because of the delay in sending credits between routers, credit counters are always smaller than the actual numbers of free spaces of corresponding buffers. In routers that have a limited amount of buffers, the impact of this delay on overall performance may be large.

VC flow control [31] divides each router’s input FIFO buffer into several smaller ones (VCs). By this way, each physical channel is associated with multiple small FIFO buffers instead of a deep one. Several VCs may share bandwidth of a physical channel. Moreover, if a packet is blocked at a FIFO buffer, other packets can still use another FIFO buffer at the same port to pass the blocked packet. VC flow control thus makes efficient use of both physical channels’ bandwidth and routers’ buffers.

### 2.2.4 Router Architecture

Router architecture defines the internal organization and pipeline structure of routers in which the routing algorithm and flow control mechanism are implemented. Figure 2.1 shows the architecture of a canonical input-queued VC router consisting of the following components: input FIFO buffers, routing logic, VC allocator, switch allocator, and crossbar switch. The router is pipelined at the flit level. The typical five-stage pipeline structure consists of Routing Computation (RC), VC Allocation (VA), Switch Allocation (SA), Switch Traversal (ST), and
Link Traversal (LT). Only head flits proceed through the first two stages RC and VA. The remaining three stages are performed for every flit. When the head flit of a packet arrives a router, stage RC is performed to determine the output port to which the packet is passed. After that, the packet is allocated an output VC at stage VA. Once stage VA is completed, each flit of the packet is allocated a time slot at the crossbar, traverses the crossbar, and traverses the output link towards the next router at stage SA, ST, and LT, respectively.

The router pipeline structure directly affects the overall latency of the network. The minimum number of cycles that it takes each head flit to traverse a router is equal to the number of pipeline stages. Additional delay may arise due to the contention at two stages VA and SA. The body flits and tail flit of a packet inherit the output port and output VC from the head flit, and thus can skip two stages RC and VA.

There have been numerous efforts to improve the network performance by reducing the number of stages in the router pipeline structure. Some typical approaches include speculative architecture [32], look-ahead routing [2, 33], bypassing [34, 35], prediction [36]. Chapter 4 will show how the look-ahead routing technique can improve the network performance by using the proposed FPGA-based NoC emulator.
2.3 Related Work

2.3.1 Software-Based Models

Software-based simulators are very flexible and can leverage the wide variety of programming tools. Thus, they have been widely used by researchers. Sequential full-system simulators such as gem5 [4] and MARSS [5] can be designed to be very accurate. However, they are so slow that most studies are restricted to architectures with less than 64 cores. Simulating architectures with hundreds to thousands of cores would take months to years to complete, and thus is impractical.

Unfortunately, existing parallelization techniques scale poorly because of the high synchronization cost. Most parallel full-system simulators sacrifice simulation accuracy for speed. For instance, ZSim [8] accelerates the simulation of processor cores using instruction-driven timing models instead of cycle-driven or event-driven timing models. ZSim also proposes a two-phase parallelization technique, which divides the simulation into many small intervals of several thousand cycles and allows to simulate processor cores in parallel for each interval while ignoring resource contentions and using zero-load latencies for all memory accesses. In an interval, the loss of accuracy of the parallelization technique can be small if there are only a few interactions between instructions from different processor cores. However, maintaining a high degree of accuracy is challenging in many cases.

Compared to full-system simulators, stand-alone network simulators provide more detailed network models and are general several orders of magnitude faster. GARNET [11] is an event-driven network simulator that has been incorporated into gem5 [4]. BookSim [10] is a detailed and cycle-accurate network simulator that provides a wide variety of parameterized network components. BookSim is designed to avoid mechanisms that are impractical to implement in hardware. For example, the communication between two adjacent routers is established via a channel with a parameterized delay rather than a global variable. Compared to event-driven network simulators such as GARNET, BookSim provides a higher level of accuracy, but is slower when the network load is low. BookSim has been validated against a well-known RTL NoC router [37].

Although software-based simulators offer many advantages, they are too slow to simulate
architectures with up to thousands of cores. In general, parallelization is challenging because of the following two reasons. First, within one simulation cycle, the number of activities that can be parallelized increases rapidly with increasing the number of simulated cores. Second, a high amount of communication among parallelized activities occurs across simulation cycles, which is hard to manage efficiently using typical communication methods such as shared memory.

2.3.2 FPGA-Based Models

Addressing the simulation speed problem of software-based full-system simulators, some FPGA-based models have been proposed. However, most of them do not support detailed NoC models and can scale to only several tens of cores. RAMP Gold [38] can emulate up to 64 SPARC cores (without a detailed model of NoC interconnect) on a Virtex-5 FPGA, but with some compromises on accuracy. HAsim [39] and Heracles [40] use NoC for the communication fabric, but the number of cores that can be emulated is less than 32. Several many-core emulators such as Arete [41] are built using multiple FPGAs. However, this approach leads to much more complex designs. Moreover, the off-chip communication between FPGAs restricts performance of the entire system.

DART [14] is an FPGA-based NoC emulator supporting both trace-driven workloads and synthetic workloads. DART provides a global interconnect between all nodes. With the global interconnect, by configuring the routing tables appropriately using a software tool on a host PC, DART can emulate any topology without re-synthesizing the design. However, the global interconnect leads to a large amount of FPGA resource usage. DART reduces the cost of global interconnect by grouping several nodes into a partition and using a crossbar for the partitions instead of using a full crossbar for all nodes. Despite of this, it is difficult to scale DART to simulate large NoC designs because the area cost of the crossbar increases quadratically with respect to the number of input and output ports. Moreover, the routing tables become larger when increasing the number of nodes. With thousands of nodes, the use of off-chip memory is unavoidable.

DART provides a TDM option which simulates the entire network using one DART node.
As a result, the number of emulated nodes is increased. The TDM technique helps to reduce the required combinational logic, but it cannot reduce the amount of required memory. Although block RAMs (BRAMs) can be utilized more effectively, the limitation of memory cannot be solved. To further reduce the hardware resource usage, DART simplifies the emulated router architecture. In particular, the emulated router has only one output port and is a single-stage router. On the other hand, the FPGA-based emulator proposed in this thesis can emulate NoC architectures containing thousands of nodes with state-of-the-art pipelined router architectures.

FIST is an FPGA-based NoC emulator proposed by Papamichael et al. [15]. Compared to DART, FIST adopts a different approach. Rather than cycle-accurately emulating the NoC’s operation, FIST abstractly models each router in the network as a set of load-delay curves. For a given network configuration and traffic pattern, these load-delay curves are obtained by offline or online training. The latency of a packet is estimated by using the latencies obtained from the load-latency curves at the routers that the packet traversed. This approach helps FIST to achieve a higher simulation speed and significantly reduces the amount of required FPGA resources. FIST can emulate a 20×20 mesh NoC on a Xilinx Virtex 5 LX155T and up to 24×24 mesh on a Virtex 6 LX760 FPGA. However, the main disadvantage of FIST is that it does not provide cycle-accurate emulation.

Papamichael also proposed another FPGA-based NoC emulator [17] using two approaches: direct-mapped implementation, and virtualized implementation. In the former approach, the emulated NoC is directly implemented on an FPGA. The later approach adopts the TDM technique. In both approaches, a single-stage router architecture is implemented to minimize the FPGA resource usage. Additionally, Microblaze, a soft processor, is used to initialize the traffic tables as well as simulation parameters of the NoC emulator, and monitor the simulation result. Off-chip DRAM is required to store the traffic tables. Hence, performance of the entire system is restricted by the off-chip DRAM access time and bandwidth.

Wolkotte et al. [18] proposed an NoC simulator on a hardware platform consisting of an FPGA board and an SoC board. The FPGA board contains a Virtex-II 8000 FPGA while the SoC board has two ARM9 processors. On the FPGA board, the TDM technique is employed to sequentially simulate all routers of the network using a single router. Software on one or both
ARM9 processors generates traffic, controls the network of routers on FPGA, and analyzes output packets. In this approach, a dedicated SoC board is required. Additionally, off-chip communication is the performance bottleneck.
Chapter 3

Proposal of Novel Emulation Methods

3.1 Emulation Model

Figure 3.1(a) shows the general emulation model containing three basic components: *router*, *traffic generator*, and *traffic sink*. In direct networks such as meshes and tori, each node can be abstracted by a router, a traffic generator, and a traffic sink, as shown in Figure 3.1(b). In indirect networks, e.g. butterflies, each terminal node can be modeled by a traffic generator and a traffic sink while each switch node is a router.

3.1.1 Router

The primary router model in this work is the input-queued pipelined VC router. Chapter 4 will demonstrate emulations of the canonical input-queued VC router which has been described in Section 2.2.4. Two router pipeline structures will be analyzed:

1. Five-stage pipeline structure: the five pipeline stages consist of routing computation, VC allocation, switch allocation, switch traversal, and link traversal.

2. Four-stage pipeline structure: the look-ahead routing technique is used to perform routing computation and VC allocation in parallel, thereby reducing the number of pipeline stages from five to four.
While some previous work simplifies the emulated router architectures to reduce the hardware resource usage, the methods proposed in this thesis allow us to emulate NoC designs with up to thousands of nodes without any compromise on emulation accuracy.

3.1.2 Traffic Generator

Traffic generators receive flow control credits and send back generated flits to the network. As shown in Figure 3.1(b), each traffic generator is composed of a packet source, a source queue, and a flit generator.
Packet sources model injection processes of synthetic workloads. There are three typical types of injection processes: periodic process, Bernoulli process, and Markov modulated process. In a periodic process, the period $T$ between injections is a constant. Therefore, a traffic generator does not need a large source queue to store all packets generated by the packet source. An 1-entry source queue is enough because the next injection time can be easily calculated by just adding $T$ to the current injection time. However, periodic processes are too simple. They do not incorporate randomness which might be expected from a real injection process.

Bernoulli processes and Markov modulated processes incorporate randomness into the injection process. Bernoulli processes are the most common injection processes used in NoC simulations. In a Bernoulli process, the probability of injecting a packet is equal to the packet injection rate. In addition to the randomness in injecting packets, a Markov modulated process can model time-varying traffic using a Markov chain.

Because of the randomness, every Bernoulli and Markov modulated process requires a large source queue between each packet source and the network to accurately model specified synthetic workloads. In Section 3.2, a novel method is proposed for eliminating this memory constraint. With the proposed method, NoC designs can be accurately emulated under synthetic workloads with Bernoulli and Markov modulated injection processes while using small source queues.

In the conventional NoC simulation/emulation model, each packet source generates and pushes packets to the corresponding source queue. In our model, the packet sources generate packets’ injection timestamps which are the only information needed to be stored in the source queues. Each injection timestamp indicates the time at which a packet was created. These timestamps are stored in the source queues until they can be used to generate flits to be injected into the network. The destination address and the length of each packet are determined at the flit generator.

**Flit model.** As shown in Figure 3.2, each flit is composed of five fields: valid (one bit), type (two bits), VC ($x$ bits), look-ahead routing information ($y$ bits), and data ($z$ bits). The valid bit determines whether the flit exists. The 2-bit type defines the type of flit (head, body, or tail). The $x$-bit VC determines which VC (virtual channel) the flit is stored into. The value
of $x$ depends on the number of VCs per port. If the emulated router architecture employs look-ahead routing, we need $y$ bits for storing routing information passed between routers. Otherwise, $y$ is equal to zero. Finally, $z$-bit data is the data carried by the flit.

The routing information of a packet is calculated based on the $z$-bit destination address attached at the head flit. To address all nodes in an $128 \times 128$ mesh network ($16,384$ nodes), $z$ must be greater than or equal to $14$ ($2^{14} = 16,384$).

The injection timestamp of a packet, the time at which the packet was created and is used to calculate the latency of the packet, is divided into multiple parts. The current implementation divides each injection timestamp into two parts. One is attached at the tail flit. The other is carried by the last body flit which is adjacent to the tail flit. As a result, we need a way to separate the body flit that carries a part of the injection timestamp from other body flits. As shown in Figure 3.2, we use two bits for determining the type of a flit (head, body, or tail). A simple separation method is described below.

- $2\text{'b}10$: a head flit.
- $2\text{'b}00$: a body flit that does not carry any part the injection timestamp of the packet.
- $2\text{'b}11$: a body flit that carries a part of the injection timestamp of the packet.
- $2\text{'b}01$: a tail flit.

Because the packet length is typically greater than two, using two flits to carry an injection timestamp is not a limitation. In contrast, this approach allows us to increase the number of
simulation cycles while using a small flit size. In general, the maximum number of simulation cycles depends on the timestamps’ bit width. In particular, with a naive implementation, using \( t \)-bit timestamps allows us to run \( 2^t \) simulation cycles. Besides, the flit size directly affects the amount of memory required for the routers’ FIFO buffers. Therefore, if each timestamp is carried by only one flit, increasing the maximum number of simulation cycles will require significantly more memory to implement the routers’ FIFO buffers. On the other hand, by using multiple flits to carry a timestamp, a relatively small flit size can be used to realize a large enough number of simulation cycles. For example, if each timestamp is divided into two parts, each is attached to a flit, \( 2^z \) simulation cycles, where \( z \) is the bit width of the data field of each flit, can be realized. When \( z \) is equal to 14, the minimum bit width that can be used to address all nodes of an \( 128 \times 128 \) mesh network, the maximum number of simulation cycles is equal to \( 2^{28} \) (268,435,456). This is enough for simulating NoC designs with up to thousands of nodes.

### 3.1.3 Traffic Sink

Traffic sinks are responsible for ejecting packets from their destinations and collecting performance characteristics of the emulated NoC design using some statistic counters. When a packet arrives its destination, the corresponding traffic sink calculates the latency of the packet based on the injection timestamp attached at the last body flit and the tail flit, increments the packet counter, and sends back flow control credits to the network.

### 3.2 Decoupling Time Counters

In the conventional model of emulating NoC designs under synthetic workloads, a large source queue is used between each packet source and the network to remove the feedback of the network to the injection process. Every packet generated by packet source \( i \) is stored in the corresponding source queue \( i \) until it can enter the network.

Ideally, the length of every source queue must be infinite. However, in practice, since the number of emulation cycles is finite, we only have to ensure that all source queues will not become full during the emulation. The length of each source queue thus can be finite. However,
Figure 3.3: Algorithm for simulating each packet source and the corresponding source queue with Bernoulli process in BookSim. This code is executed at every simulation cycle.

it is generally very large to properly emulate network behavior at high traffic injection rates. Also, longer emulation time will require larger source queues when the traffic injection rate is beyond the saturation point of the network.

Modern servers and PCs typically have a large amount of memory. Thus, most software-based NoC simulators can simply use the dynamic memory allocation approach to implement the large source queues. On the other hand, FPGA-based NoC emulators cannot directly use such approach. Papamichael [17] uses off-chip DRAM for storing all traffic data and Microblaze soft processor for controlling the traffic injection process by software. Wolkotte et al. [18] use ARM9 processor to implement the traffic generators by software.

Contrary to other software-based NoC simulators, BookSim [10] uses a different approach which has been discussed by Dally and Towles [2]. Figure 3.3 shows the algorithm for simulating each packet source and the corresponding source queue with Bernoulli process in BookSim. The time counter of the network (network.time in Figure 3.3) is separated from the time counters of the packet sources (psource.time in Figure 3.3). Also, a packet source advances only when its corresponding source queue (squeue in Figure 3.3) is empty. In particular, at a

```plaintext
1: network.time++
2: if squeue.empty() then
3:   gen ← false
4:   while !gen & psource.time ≤ network.time do
5:     if rand() < THRESHOLD then
6:       packet ← generate_packet()
7:       squeue.push(packet)
8:       gen ← true
9:   end if
10:  psource.time++
11: end while
12: end if
```
simulation cycle, if the source queue becomes empty, the packet source will run until a packet is generated or until its time counter is equal to the network’s time counter. Using this algorithm, each source queue always contains at most one packet. Thus, only 1-entry source queues are required.

However, it is difficult to implement the algorithm described in Figure 3.3 on FPGAs due to the following reason. If the network and the packet source are synchronized by the same clock, it is impossible to execute the while loop from line 4 to line 11 in Figure 3.3 in one clock cycle because the packet source can advance only one step per clock cycle. One possible solution is to synchronize the packet source by a much faster clock. However, it is extremely hard to realize that solution because of the limitation of increasing clock frequency in FPGAs and the difficulty in determining the upper bound of the number of iterations in the while loop.

This section proposes a novel method for accurately emulating NoC designs under synthetic workloads without using large source queues. This method enhances the idea of separating the time counter of the network and the time counters of the packet sources. By decoupling the time counters, we allow each packet source and the network to have two states: running and waiting. The state transitions are based on the status of the source queues and the relationship between the time counters. The method is described in detail below.

First of all, the feedback of the network can temporarily affect the packet sources. When a packet source is going to generate and inject a packet into the corresponding source queue, it checks the status of the source queue. If the source queue is full due to the congestion of the network, the packet source will wait until there is one space in the source queue to insert the new packet. This may take several cycles depending on the congestion level of the network.

Figure 3.4 shows the timeline of the network and a packet source. The enqueue process describes how packets are injected into the source queue while the dequeue process is about ejecting packets from the source queue. The role of the packet source is to generate and inject packets into the source queue according to the enqueue process. For a given synthetic workload and a given NoC design, both the enqueue and dequeue process are deterministic since we are using pseudo-random number generators.

In Figure 3.4, the source queue of four entries becomes full at time $T_0$. At time $T_1$, the packet source is going to generate and inject packet $P_4$ into the source queue according to the
Figure 3.4: Timeline of a packet source and the network. The packet source is allowed to run behind the network. The state of the source queue is determined by both the network’s time and the packet source’s time. For example, \((N: T_p, PS: T_n)\) indicates the state of the source queue when the network is at time \(T_p\) and the packet source is at time \(T_n\).

enqueue process. However, it has to wait until there is a free space in the source queue. At time \(T_2\), packet \(P_0\) is ejected from the source queue. The packet source can now generate and inject packet \(P_4\). It then continues execution from time \(T_1\), and thus is behind the network.

**Case 1**: If all source queues never become full, the packet sources do not have to stop working any time. Hence, the emulation is correct. This case happens when the traffic injection rate is low. The feedback of the network does not affect the packet sources.

**Case 2**: If each source queue always contains at least one packet after the first time it becomes full, correct emulation is also achieved. This case happens when the traffic injection rate is higher than a threshold value. For a given synthetic workload, this value depends on the length of the source queue and the emulated NoC design. In this case, the feedback of the network does affect the packet sources. However, the effect does not cause any problem because it is ensured that all packets are generated on time.

**Case 3**: If the traffic injection rate is not high as the previous case but still can make source queues become full, the emulation may be not correct. This can be seen in the example in Figure 3.4. Here, we consider only one packet source. The same discussion can be applied to
other packet sources with the note that each packet source has a different time counter. Let $\Delta$ be the distance between the network’s time and the packet source’s time. When the network is at time $T_2$ and the packet source is at time $T_1$, we have: $\Delta = T_2 - T_1$. If only the packet source is stalled, $\Delta$ will become larger and larger as time goes on. When $\Delta$ is large enough, the following problem can occur. Suppose that the source queue becomes empty after the network takes packet $P_i$ at time $T_p$ and the packet source has reached time $T_m$. Also, at time $T_q$, the network will take packet $P_j$, which will be generated by the packet source at time $T_n$. Let $D_1 = T_n - T_m$ and $D_2 = T_q - T_p$. If $D_1 > D_2$, the network will reach time $T_q$ before packet $P_j$ is generated and injected into the source queue by the packet source. In other words, the packet source is too slow to properly emulate the specified synthetic workload. To overcome this problem, we force the network to stop all of its operations when both of the following conditions hold: (1) the source queue is empty, and (2) the current time counter of the packet source is smaller than the current time counter of the network. As shown in Figure 3.4, when the source queue becomes empty at time $T_p$, the network is stalled because the time counter of the packet source is smaller than the time counter of the network. At time $T_n$, packet $P_j$ is generated and injected into the source queue by the packet source. The network can now return to its normal operations. By this way, we can ensure that either the packet source’s time is same as the network’s time or the source queue contains at least one packet. Thus, the specified synthetic workload is emulated accurately.

In the first case and the second case, it is ensured that the network is not stalled. Thus, the emulation can take place without any penalty cycle. On the other hand, the network may be stalled many times in the third case. For a given NoC design and a given injection process, the number of penalty cycles depends on the length of the source queues. Larger source queues will reduce the number of penalty cycles, and hence reduce the stall time, but also require more memory. Chapter 4 will evaluate the effect of the proposed method to performance of the implemented NoC emulator.
3.3 Novel Use of Time-Division Multiplexing

The straightforward way to emulate an NoC design on an FPGA is to fully replicate the nodes and connect them into the network. However, such direct approach is very expensive. Using the TDM technique is an approach to reduce the FPGA resource usage.

3.3.1 High-Level Datapath

Figure 3.5 shows the high-level datapath of the proposed NoC emulator composed of four components: physical cluster, state memory, out buffer, and in buffer. The physical cluster is a group of physical nodes used to emulate the behavior of the entire network. This work focuses on direct networks in which every node is both a terminal and a switch. For indirect networks, two physical clusters are needed: one for terminal nodes, and the other for switch nodes.

Many direct networks such as meshes and tori can be emulated using multiple interconnected physical nodes. Figure 3.6 shows an example where a 4×4 mesh NoC is emulated by using (a) one physical node, (b) two physical nodes, or (c) four physical nodes. To complete one emulation cycle, the physical cluster sequentially emulates a number of logical clusters. Larger physical cluster will reduce the number of logical clusters, and hence improve the emulation speed.
Figure 3.6: A 4×4 mesh NoC emulated by using (a) one physical node, (b) two physical nodes, or (c) four physical nodes.

The state memory stores states of all logical clusters. The physical cluster emulates different logical clusters by using different states loaded from the state memory. When the emulation of a logical cluster is finished, its state in the state memory is overwritten by the new state which will be used in the next emulation cycle of the NoC emulator.

To emulate a logical cluster, in addition to the state data read from the state memory, the physical cluster needs appropriate data from other logical clusters. We store the data produced by all logical clusters in the out buffer. For example, in Figure 3.6(a), logical cluster 6 may communicate with logical cluster 2, 5, 7, and 10. In particular, the output data of logical cluster 6 in emulation cycle \(i - 1\) is the input data of logical cluster 2, 5, 7, and 10 in emulation cycle \(i\).

However, using only the out buffer is not sufficient. Suppose that logical cluster 1 is emulated after logical cluster 0 and logical cluster 1 depends on the output data of logical cluster 0. Let \(d^i_0\) be the output data of logical cluster 0 after emulation cycle \(i - 1\). In emulation cycle \(i\), logical cluster 1 uses \(d^i_0\). If only the out buffer is used, \(d^i_0\) will be overwritten by \(d^{i+1}_0\) before
being used by logical cluster 1 because logical cluster 0 is emulated before logical cluster 1. To prevent such conflicts, as shown in Figure 3.5(a), the in buffer is used.

The double-buffering scheme is also used by Papamichael [17]. However, in some cases, we do not have to copy all data from the out buffer to the in buffer. Our insight is that, before overwriting the new data of a logical cluster into the out buffer, we only copy the old data which is necessary for emulating the subsequent logical clusters. Some topologies such as mesh allow us to optimize the amount of data needed to be copied by choosing an appropriate emulation order. For instance, the emulation order in the example in Figure 3.6 requires us to copy only data at the east direction and the south direction instead of all four directions. Thus, the size of the in buffer can be reduced. This optimization is important because topology is a fixed component in many NoC designs.

### 3.3.2 Detailed Timing

As shown in Figure 3.7(a), the physical cluster contains three parts: logic, routers' FIFO buffers, and source queues. We divide states of the physical cluster into two groups: memory (routers’ FIFO buffers and source queues) and register (e.g., credit counters, allocators’ states). To emulate $N$ logical clusters, a memory of $k$-entry is enlarged to $k \times N$-entry, each series of $k$-entry for a logical cluster. Since only one logical cluster is emulated at each FPGA cycle, each enlarged memory also has one read port and one write port as the original one, and thus can be implemented using BRAMs.

Each logical cluster has a set of registers which is stored in one entry of the state memory. The physical cluster emulates a logical cluster by feeding its set of registers loaded from the state memory to the logic part. For simplicity, we consider the set of registers of a logical cluster as its state.

The TDM technique helps to effectively utilize BRAMs to implement FIFO buffers in routers and source queues in traffic generators because each BRAM can be shared between many nodes. BRAMs are also used to implement the state memory, the out buffer, and the in buffer. In fact, we use BRAMs much more extensively than other FPGA resources (registers, LUTs). For instance, as will be seen in Chapter 4, 79% of BRAMs are required when emulat-
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Figure 3.7: (a) Using register $R$ and register $W$ between the state memory and the physical cluster to make the routing task easier. (b) Timing diagram of the NoC emulator when using TDM. $S_j^i$ and $d_j^i$ are the state and the output data, respectively, of logical cluster $j$ after emulation cycle $i-1$. Both $S_j^i$ and $d_j^i$ are used at emulation cycle $i$.

To overcome the above problem, as shown in Figure 3.7(a), we insert register $R$ and register $W$. This makes the routing task much more difficult. Critical paths in the design are the paths between BRAMs (e.g., a path between the state memory and a FIFO buffer of a router). The timing of the design is dominated by the net delay, not by the logic delay.

Using an 128×128 mesh NoC design with a canonical input-queued 5-stage pipelined VC router using four physical nodes (physical cluster size = 2×2) while only 1% of slice registers and 4% of slice LUTs are occupied. Figure 3.8 shows how a Virtex-7 FPGA is actually implemented. BRAMs in the Virtex-7 architecture are typically arranged in parallel columns. As shown in Figure 3.8, the design is spread out according to the distribution of BRAMs. This problem makes the routing task much more difficult. Critical paths in the design are the paths between BRAMs (e.g., a path between the state memory and a FIFO buffer of a router). The timing of the design is dominated by the net delay, not by the logic delay.

To overcome the above problem, as shown in Figure 3.7(a), we insert register $R$ and register $W$. This makes the routing task much more difficult. Critical paths in the design are the paths between BRAMs (e.g., a path between the state memory and a FIFO buffer of a router). The timing of the design is dominated by the net delay, not by the logic delay.
Figure 3.8: FPGA resource usage when emulating an 128×128 mesh NoC design with 5-stage pipelined VC router (2 VCs / port) using 4 physical nodes.

$W$ between the state memory and the physical cluster. The detailed timing is described below.

Figure 3.7(b) shows the timing diagram of the proposed NoC emulator. $N$ here is the number of logical clusters. Two FPGA cycles are used to emulate each logical cluster. At the first FPGA cycle, (1) the state of the current logical cluster is updated to a new state. After that, at the second FPGA cycle, (5) the new state is stored into register $W$. (2) The value of register $W$ will be stored into the state memory at the first FPGA cycle of emulating the next logical cluster in the emulation sequence, and will be used in the next emulation cycle. The state of the next logical cluster is (3) loaded from the state memory at the first FPGA cycle and (6)
stored into register $R$ at the second FPGA cycle. Also at the second FPGA cycle, (8) the new
data of the current logical cluster becomes available, and thus is stored into the out buffer. On
the other hand, the old data is (4) loaded from the out buffer at the first FPGA cycle and (7)
stored into the in buffer at the second FPGA cycle. The next logical clusters in the emulation
sequence will retrieve the current cluster’s data from the in buffer. After the emulation of
logical cluster $N-1$, the emulation cycle is incremented.

Although using two FPGA cycles for emulating each logical cluster may decrease the sim-
ulation speed, it results in a simpler design because of the following two reasons. (1) If there
is data dependency between the last and the first logical cluster in the emulation sequence
(logical cluster $N-1$ and 0 in Figure 3.7(b)), using one FPGA cycle for emulating each logi-
cal cluster will require complicated control logics to deal with the case where $d_{i+1}^{N-1}$ is still not
available in both the out buffer and the in buffer when emulating logical cluster 0 in emulation
cycle $i+1$. (2) In emulation cycle $i$, the new data $d_{j+1}^{i+1}$ of logical cluster $j$ becomes available at
the same time that the new state $S_{i+1}^{j+1}$ is calculated. If a part of $d_{j+1}^{i+1}$ is not registered, using one
FPGA cycle for emulating each logical cluster will require additional combinational logic to
maintain this part because the state in the physical cluster has already changed to $S_{j+1}^{i+1}$ when
$S_{j+1}^{i+1}$ is available.

Because the emulation of each logical cluster needs two FPGA cycles, the total number of
FPGA cycles required to emulate one cycle of the NoC is $2 \times N$. However, as discussed in
Section 3.2, since the network may be stalled, the actual number of FPGA cycles required to
emulate one cycle of the NoC may be greater than $2 \times N$.

3.3.3 Implementation of the State Memory

When emulating NoC designs with thousands of nodes, the state memory is very large. Thus,
it should be implemented using BRAMs. To save the FPGA synthesis time, an auto-reset
mechanism is used for automatically updating the traffic injection rate. The NoC emulator is
reset every time the traffic injection rate is updated. Each reset time requires all entries of the
state memory to be reset to determined values.

If we reset all entries of the state memory, the implementation is limited to discrete registers
rather than either BRAMs or distributed RAMs. As a result, large multiplexers for these
discrete registers are required. Discrete registers and large multiplexers not only lead to a large
amount of required FPGA resources but also significantly decrease the operating frequency of
the NoC emulator.

To avoid resetting all entries of the state memory when resetting the NoC emulator, an 1-
bit register \textit{init\_done} is used to identify the current state of the NoC emulator. The value of
this register is zero when the NoC emulator is reset and when the clock counter of the NoC
emulator is zero. Whenever the value of \textit{init\_done} is zero, we ignore all states read from
the state memory and use the initial states. By this way, the emulation can be performed
properly without resetting the state memory. Although additional multiplexers are required, it
is a necessary trade-off for implementing the state memory by BRAMs.

3.4 Emulation RTL Code Translation

This Section will show the basic steps to translate from the original RTL code to the emulation
RTL code.

3.4.1 Register

Figure 3.9 shows an example where (a) the original RTL code is translated to (b) the emulation
RTL code. There are two states \textit{state1} and \textit{state2}, which are declared as registers in the original
RTL code. Before the translation, we assume that all registers have a same standard form as
\textit{state1} and \textit{state2}. Therefore, a register array must be converted to the standard form as shown
in Figure 3.9(c).

The initial values of \textit{state1} and \textit{state2} are \textit{S1} and \textit{S2}, respectively. In the emulation RTL
code, we add four control signals: \textit{init\_done}, \textit{state\_update}, \textit{state\_in}, and \textit{state\_out}.

(1) \textbf{init\_done}. This control signal is used to avoid resetting all entries of the state memory as
described in Section 3.3.3. When \textit{init\_done} is equal to zero, i.e. when the NoC emulator
is being reset and when the clock counter of the NoC emulator is zero, initial states are
used instead of states loaded from the state memory. With the use of \textit{init\_done}, the reset
Figure 3.9: Translating from (a) original RTL code to (b) emulation RTL code. In (c), a register array is converted to the standard form.

signal `rst` becomes unnecessary, and thus is omitted from the emulation RTL code.

(2) `state_update`. To emulate a logical cluster in an emulation cycle, we need at least two FPGA cycles. More than two FPGA cycles are required when the network is stalled as discussed in Section 3.2. The value of `state_update` is one only at the first FPGA cycle so that each logical cluster is emulated one time per emulation cycle.

(3) `state_in`. This is the state used in the current emulation cycle and is loaded from register `R` (Figure 3.7(a)).
(4) **state_out.** This is the new state which will be stored into the state memory after being temporarily stored in register $W$ (Figure 3.7(a)).

### 3.4.2 Memory

Since distributed RAMs are too area-expensive for implementing large storages, to emulate NoC designs with up to thousands of nodes, all memories (routers’ FIFO buffers and source queues) should be implemented using BRAMs. As discussed in Section 3.3, to emulate $N$ logical clusters, an original memory of $k$-entry needs to be enlarged to a memory of $k \times N$-entry in the emulation RTL code. In the $k \times N$-entry memory, each consecutive $k$ entries (from the first address) are for one logical cluster. We have to add some logic for calculating the read address and write address of the new memory.

We also have to analyze the relationship between the timing of the overall design and the timing of the memory that we want to translate to emulation RTL code. Suppose that ```posedge``` is used in the entire design. If ```posedge``` is also used at the read port of the memory, the data read from the memory at emulation cycle $i$ needs to be saved into the state memory as described in Section 3.4.1 to be used in the next emulation cycle ($i + 1$). On the other hand, using ```negedge``` at the read port does not require to save the read data into the state memory because the data read from the memory at an emulation cycle is used only at that emulation cycle.
Chapter 4

Evaluation and Analysis

4.1 Implementation

The proposed methods are adopted to build an NoC emulator on a Xilinx VC707 Evaluation Board. As discussed in Section 3.3.3, for a given NoC design, the NoC emulator emulates a range of traffic injection rates without re-synthesizing the design. The emulation results are transferred to a host PC via an RS232C interface at a data rate of 0.5 Mbps. For each traffic injection rate, the NoC emulator reports the number of emulated packets, total latency, and the number of emulated cycles.

We use Vivado 14.4.1 for synthesizing, implementing, and generating the FPGA bitstream file. The synthesis and implementation strategy are set as Flow_PerfOptimized_High and Performance_Explore, respectively.

Table 4.1 shows the configuration parameters. The NoC emulator can emulate up to 16,384 nodes connected by the 128×128 mesh topology. This chapter demonstrates emulations of two router architectures: a canonical input-queued 5-stage pipelined VC router and a canonical input-queued 4-stage pipelined VC router. The former has been described in Section 2.2.4, and is the primary router model of the NoC emulator. The latter uses the look-ahead routing technique to perform two stages routing computation and VC allocation in parallel, thereby reducing the pipeline depth from 5-stage to 4-stage. With the ability to emulate different router architectures with different pipeline structures, the proposed NoC emulator outperforms other emulators such as DART [14] which simplify the emulated router architectures.
In the look-ahead routing technique, the router at hop \( i \) of a route performs the routing computation for the next router, which is at hop \( i + 1 \) of the route, and passes the result along with the head flit. Therefore, the flit size used in the router employing look-ahead routing is larger than the one used in the original 5-stage router (21-bit versus 18-bit, as shown in Table 4.1).

We evaluate each router architecture in two cases: 2 VCs per port and 1 VC per port. Therefore, four router designs are studied in this evaluation.

1. **5-stage 2-VC**: the canonical input-queued 5-stage pipelined VC router with 2 VCs per port.

2. **5-stage 1-VC**: the canonical input-queued 5-stage pipelined VC router with 1 VC per port.

3. **4-stage 2-VC**: the canonical input-queued 4-stage pipelined VC router employing look-ahead routing with 2 VCs per port.
Table 4.2: Implementation results with three different physical cluster sizes: 2×2 (4-phy), 4×4 (16-phy), and 8×4 (32-phy).

<table>
<thead>
<tr>
<th></th>
<th>4-phy</th>
<th>16-phy</th>
<th>32-phy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Slices</td>
<td>5,844</td>
<td>16,533</td>
<td>27,970</td>
</tr>
<tr>
<td>#</td>
<td>8%</td>
<td>22%</td>
<td>37%</td>
</tr>
<tr>
<td>Regs</td>
<td>5,849</td>
<td>21,916</td>
<td>43,283</td>
</tr>
<tr>
<td>%</td>
<td>1%</td>
<td>4%</td>
<td>7%</td>
</tr>
<tr>
<td>LUTs</td>
<td>12,123</td>
<td>42,833</td>
<td>83,784</td>
</tr>
<tr>
<td>%</td>
<td>4%</td>
<td>14%</td>
<td>28%</td>
</tr>
<tr>
<td>BRAMs</td>
<td>813</td>
<td>815</td>
<td>780</td>
</tr>
<tr>
<td>%</td>
<td>79%</td>
<td>79%</td>
<td>76%</td>
</tr>
<tr>
<td>Freq</td>
<td>100 MHz</td>
<td>100 MHz</td>
<td>100 MHz</td>
</tr>
</tbody>
</table>

5-stage 2-VC

<table>
<thead>
<tr>
<th></th>
<th>4-phy</th>
<th>16-phy</th>
<th>32-phy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Slices</td>
<td>4,657</td>
<td>13,373</td>
<td>22,693</td>
</tr>
<tr>
<td>#</td>
<td>6%</td>
<td>18%</td>
<td>30%</td>
</tr>
<tr>
<td>Regs</td>
<td>5,042</td>
<td>18,513</td>
<td>36,399</td>
</tr>
<tr>
<td>%</td>
<td>1%</td>
<td>3%</td>
<td>6%</td>
</tr>
<tr>
<td>LUTs</td>
<td>9,608</td>
<td>33,896</td>
<td>66,983</td>
</tr>
<tr>
<td>%</td>
<td>3%</td>
<td>11%</td>
<td>22%</td>
</tr>
<tr>
<td>BRAMs</td>
<td>587</td>
<td>567</td>
<td>572</td>
</tr>
<tr>
<td>%</td>
<td>57%</td>
<td>55%</td>
<td>56%</td>
</tr>
<tr>
<td>Freq</td>
<td>100 MHz</td>
<td>100 MHz</td>
<td>100 MHz</td>
</tr>
</tbody>
</table>

5-stage 1-VC

<table>
<thead>
<tr>
<th></th>
<th>4-phy</th>
<th>16-phy</th>
<th>32-phy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Slices</td>
<td>6,664</td>
<td>18,144</td>
<td>30,980</td>
</tr>
<tr>
<td>#</td>
<td>9%</td>
<td>24%</td>
<td>41%</td>
</tr>
<tr>
<td>Regs</td>
<td>6,456</td>
<td>23,976</td>
<td>47,228</td>
</tr>
<tr>
<td>%</td>
<td>1%</td>
<td>4%</td>
<td>8%</td>
</tr>
<tr>
<td>LUTs</td>
<td>13,271</td>
<td>46,484</td>
<td>92,260</td>
</tr>
<tr>
<td>%</td>
<td>4%</td>
<td>15%</td>
<td>30%</td>
</tr>
<tr>
<td>BRAMs</td>
<td>913</td>
<td>930</td>
<td>894</td>
</tr>
<tr>
<td>%</td>
<td>89%</td>
<td>90%</td>
<td>87%</td>
</tr>
<tr>
<td>Freq</td>
<td>100 MHz</td>
<td>100 MHz</td>
<td>100 MHz</td>
</tr>
</tbody>
</table>

4-stage 2-VC

<table>
<thead>
<tr>
<th></th>
<th>4-phy</th>
<th>16-phy</th>
<th>32-phy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Slices</td>
<td>5,171</td>
<td>14,447</td>
<td>26,019</td>
</tr>
<tr>
<td>#</td>
<td>7%</td>
<td>19%</td>
<td>34%</td>
</tr>
<tr>
<td>Regs</td>
<td>5,422</td>
<td>19,890</td>
<td>39,037</td>
</tr>
<tr>
<td>%</td>
<td>1%</td>
<td>3%</td>
<td>6%</td>
</tr>
<tr>
<td>LUTs</td>
<td>10,683</td>
<td>36,922</td>
<td>74,200</td>
</tr>
<tr>
<td>%</td>
<td>4%</td>
<td>12%</td>
<td>24%</td>
</tr>
<tr>
<td>BRAMs</td>
<td>644</td>
<td>631</td>
<td>668</td>
</tr>
<tr>
<td>%</td>
<td>63%</td>
<td>61%</td>
<td>65%</td>
</tr>
<tr>
<td>Freq</td>
<td>100 MHz</td>
<td>100 MHz</td>
<td>100 MHz</td>
</tr>
</tbody>
</table>

4-stage 1-VC: the canonical input-queued 4-stage pipelined VC router employing look-ahead routing with 1 VC per port.

In all cases, the number of physical nodes used to emulate the entire 128×128 mesh network can be 4, 16, and 32 (physical cluster size = 2×2, 4×4, and 8×4, respectively).

Table 4.2 shows the implementation results. On a PC with Core i7 4770 CPU, the total time of synthesizing, implementing and generating the FPGA bitstream file is about 30 minutes when the physical cluster size is 2×2, and is still less than 80 minutes for other cases.

The implementation results show that the number of slices is roughly proportional to the
number of physical nodes while there is only minor difference in the number of required BRAMs. For example, in the case of emulating the 5-stage pipelined VC router with 2 VCs per port (5-stage 2-VC in Table 4.2), about 80% of BRAMs are occupied. For a same configuration, the 4-stage pipelined VC router requires more FPGA resources than the 5-stage one because we need some additional logic and a larger flit size to perform look-ahead routing. The proposed methods allow us to use BRAMs extensively for emulating large-scale NoC designs with up to thousands of nodes on a single FPGA.

In all cases, the NoC emulator runs at 100 MHz. The novel use of the time-multiplexing technique, which has been presented in Section 3.3, makes it possible to easily achieve this high operating frequency.

### 4.2 Measurement Methodology

For verification, the simulation results of the proposed FPGA-based NoC emulator are compared to those of BookSim [10]. Because BookSim has been widely used in NoC research, the comparison will provide more confidence in the accuracy of the NoC emulator.

For each simulation, we simulate 100,000 warm-up cycles, 100,000 measurement cycles, and a drain phase. The warm-up phase brings the network to a steady state. All packets generated in this phase are not counted. The measurement phase is run after the warm-up phase is completed. Packets generated during this phase are referred as measurement packets. Finally, the drain phase is executed for all measurement packets to reach their destinations.

The average packet latency is calculated based on latencies of all measurement packets. Although packets generated during the warm-up and drain phases are not counted, they do affect the measurement by providing background traffic for measurement packets.

The drain phase may take a large number of cycles. In the worst case, it may never complete if the network is subject to starvation. To prevent such case, the simulation is forced to be terminated after the measurement phase if the average packet latency has become greater than a given threshold. In this case, the simulation is referred as an unstable simulation. Users can check whether a simulation is unstable by observing the state of an LED on the FPGA board.
Figure 4.1: Average packet latency reported by the proposed FPGA-based NoC emulator and BookSim for four different 128×128 NoC designs described in Section 4.1.

4.3 Accuracy

First of all, the proposed methods do not affect the simulation accuracy. They do not involve any simplification of the emulated architectures. By decoupling the time counters, synthetic workloads can be modeled accurately without using a large amount of memory. By using the method based on time-multiplexing, FPGA resources can be effectively utilized. Indeed, we make no compromise in the simulation accuracy.

Figure 4.1 shows the average packet latency graphs of four different 128×128 NoC designs, which have been described in Section 4.1, with the configuration parameters shown in Table 4.1. These graphs are obtained using the proposed FPGA-based NoC emulator and BookSim.

We can see that the simulations using the NoC emulator and BookSim exhibit nearly identical average packet latency. For each NoC design, there is a minor difference between two graphs. The difference is not zero because BookSim uses Knuth’s pseudo-random number generators [42] while the proposed NoC emulator employs xorshift+ pseudo-random number generators [43] which provide good statistical properties and are easy to efficiently implement on FPGA.
DART [14], a typical FPGA-based NoC emulator, has been also compared to BookSim. However, because DART models a simplified single-stage router with one output port, the resource contentions are not modeled accurately. To emulate a normal router with \( n \) input ports and \( n \) output ports by the router model of \( n \) input ports and a single output port, DART needs \( n \) clock cycles to performs the all-to-all switching between input ports and output ports. Additionally, the allocation of all resources in the single-stage router is performed in one stage, and thus is significantly different from that in a pipelined router. As a result, DART provides very different average packet latencies, especially at high injection rates, even when the routing delay, VC allocation delay, and switch allocation delay in BookSim are set appropriately so that both DART and BookSim have the same overall router latency. An important note here is that the largest NoC design which can be emulated by DART has less than 100 nodes.

The average packet latency graphs are also compared to the theoretical zero-load latencies which can be calculated based on the average minimum hop count of the network (because we use XY routing, a minimal routing algorithm), the numbers of pipeline stages of the router architectures, and the packet length. Figure 4.1 shows that the zero-load latencies obtained by emulations are almost similar to the theoretical ones.

Under the uniform random traffic, the theoretical zero-load latency of the network is given by:

\[
L_{\text{zero-load}} = H_{\text{avg}} \cdot D_{\text{hop}} + P_{\text{len}} - 1
\]

where \( H_{\text{avg}}, D_{\text{hop}}, \) and \( P_{\text{len}} \) are the average minimum hop count of the network, the number of pipeline stages of the router architecture, and the packet length, respectively. In real emulations, several additional cycles are required because all generated packets are stored in the source queues before entering the network.

For the 2-dimensional mesh topology (\( k \)-ary \( n \)-cube where \( n = 2 \)), the average minimum hop count can be calculated by the following equation:

\[
H_{\text{avg}} = \begin{cases} 
\frac{nk}{3} & \text{k even} \\
n\left(\frac{k}{3} - \frac{1}{3k}\right) & \text{k odd}
\end{cases}
\]

For the 128×128 mesh topology (\( H_{\text{avg}} = \frac{128 \times 2}{3} \)) and 8-flit packet length (\( P_{\text{len}} = 8 \)), the theoretical zero-load latencies of the networks using 5-stage pipelined router (\( L_{\text{zero-load}}^{5\text{-stage}} \)) and 4-stage
pipelined router \(L_{zero\text{-}load}^{4\text{-}stage}\) are as follows.

\[
L_{zero\text{-}load}^{4\text{-}stage} = H_{avg} \times D_{hop} + P_{len} - 1 \\
= 128 + 2 \times 5 + 8 - 1 \\
= 433.7
\]

\[
L_{zero\text{-}load}^{4\text{-}stage} = H_{avg} \times D_{hop} + P_{len} - 1 \\
= 128 + 2 \times 4 + 8 - 1 \\
= 348.3
\]

### 4.4 Simulation Performance

We measure the simulation time of BookSim on a single PC with Core i7 4770 CPU and 32GB memory for only one 128×128 NoC design (5-stage pipelined VC router with 2 VCs per port) because the simulations using BookSim are extremely slow. For other designs, we run BookSim on several PCs, and hence do not measure the simulation time. The evaluation results, however, are applicable to these and other NoC designs as well.

Figure 4.4 shows the speedup of the NoC emulator over BookSim when simulating the 128×128 mesh NoC with different physical cluster sizes and traffic injection rates. We can see that the speedup is roughly proportional to the size of the physical cluster (the number of physical nodes). However, as shown in Table 4.2, using a larger physical cluster will require more FPGA resources to implement the NoC emulator.

As discussed in Chapter 1, because a high traffic injection rate requires more tasks to be executed than a low traffic injection rate does, the simulation speed of software-based simulators in general, and BookSim in particular, decreases when the traffic injection rate increases. However, this is not true for the FPGA-based NoC emulator. Therefore, as shown in Figure 4.2, the speedup is generally higher when the traffic injection rate is higher. On the other hand, we can see that the speedup drops slightly when the traffic injection rates is greater than around 0.014 flits/node/cycle. This problem is caused by the first proposed method in which we properly stall the network to eliminate the memory constraint in modeling synthetic workloads on FPGA. It is discussed in detail below.
We can calculate the time it takes for the NoC emulator to finish a simulation ($T_{sim}$) (at a traffic injection rate) as the following equation:

$$T_{sim} = \frac{2 \times N \times C}{N_{phy} \times f} + T_{stalled} \text{ (in seconds)}$$

where $N$ and $N_{phy}$ is the total number of nodes and the number of physical nodes, respectively. $C$ is the total number of cycles of the simulation. $f$ is the operating frequency of the NoC emulator (in Hz). And finally, $T_{stalled}$ is the stalled time of the network during the simulation. The transmission time from the FPGA board to the host PC is less than 0.01 seconds, and therefore can be ignored.

Let $T_{ideal}$ be the ideal simulation time which is achieved when source queues with infinite size can be used.

$$T_{ideal} = T_{sim} - T_{stalled} = \frac{2 \times N \times C}{N_{phy} \times f}$$

Figure 4.3 shows the graph of the ratio of the total simulation time over ideal simulation time (also in case of emulating the 5-stage pipelined VC router architecture with 2 VCs per port) at
Figure 4.3: The ratio of the total simulation time over ideal simulation time ($T_{sim}/T_{ideal}$) at different traffic injection rates in three cases: physical cluster size $= 2 \times 2$ (4-phy), $4 \times 4$ (16-phy), and $8 \times 4$ (32-phy).

different traffic injection rates in three cases: physical cluster size $= 2 \times 2$, $4 \times 4$, and $8 \times 4$. For this evaluation, each source queue has a length of 8-entry.

When the size of the physical cluster increases, the number of FPGA cycles (without the stalled cycles) needed to complete each simulation, decreases. Thus, larger physical cluster will lead to smaller ideal simulation time ($T_{ideal}$). On the other hand, the total time in which the network is stalled does not change much with different physical cluster sizes. Therefore, as shown in Figure 4.3, the ratio ($T_{sim}/T_{ideal}$) is greater when the physical cluster is larger. In other words, the effect of the proposed method to simulation performance is higher when the size of the physical cluster increases. Therefore, as shown in Figure 4.2, the speedup of the proposed FPGA-based NoC emulator over BookSim at traffic injection rates greater than 0.014 flits/node/cycle drops most significantly when the physical cluster size is 32 nodes.

Figure 4.3 also shows that the ratio $T_{sim}/T_{ideal}$ is equal to one at most traffic injection rates. Additionally, even its maximum value is still smaller than 1.3. Therefore, the actual effect of the proposed method on overall performance is small. Increasing the length of the source queues will reduce the ratio $T_{sim}/T_{ideal}$ but also requires more BRAMs.

Figure 4.4 shows the relative speed of the proposed FPGA-based NoC emulator compared to BookSim. The speedup here is calculated as the total simulation time for all traffic injection
Figure 4.4: Speedup of the proposed FPGA-based NoC emulator over BookSim when simulating an 128×128 mesh NoC.

rates of BookSim divided by the one of the NoC emulator. 5,490× simulation speedup is achieved when the number of physical nodes is 32. In particular, BookSim needs more than 131 hours (about 5.5 days) to simulate the NoC design for all traffic injection rates while the total simulation time of the NoC emulator is 86.2 seconds (less than 1.5 minutes).
Chapter 5

Conclusion

This thesis presented two novel methods to enable ultra-fast and accurate emulation of large-scale NoC architectures with up to thousands of nodes on a single FPGA. The first method helps to eliminate the memory constraint, and thus helps to avoid using off-chip memory in modeling synthetic workloads for NoC emulations on FPGA. The second method leverages the time-multiplexing technique to utilize FPGA resources effectively while maintaining the simulation accuracy. The thesis also showed how the proposed methods can be applied to emulate different NoC designs. The evaluation results show that the proposed FPGA-based NoC emulator can achieve up to $5,490\times$ simulation speedup over BookSim, a widely used software-based NoC simulator.

Because this work focuses on NoC, the communication fabric of many-core processors, simple cores, which can generate synthetic workloads such as uniform random, are modeled instead of detailed processor cores. Synthetic workloads are flexible and can be used to quickly stress NoC designs and capture their bottlenecks. However, to fully support many-core architecture and software research, it is necessary to model detailed processor cores as well as the memory hierarchy and cache, and run a wide range of realistic workloads.

My future work aims to fully support research of large-scale many-core processors by providing cycle-accurate simulation with a wide range of benchmarks/workloads and more than three orders of magnitude speedup over conventional software-based simulators.
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